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#### Abstract

The segmental (bond) rotational dynamics in a polymer melt of unentangled, linear bead-spring chains is studied by molecular dynamics simulations. To single out the connectivity effects, states with limited deviations from the Gaussian behavior of the linear displacement are considered. Both the self and the cross bond-bond correlations with rank $\ell=1,2$ are studied in detail. For $\ell=1$ the correlation functions are precisely described by expressions involving the correlation functions of the chain modes. Several approximations concerning both the self- and the cross-correlations with $\ell=1,2$ are developed and assessed. It is found that the simplified description of the excluded volume static effects derived elsewhere [D. Molin et al., J. Phys.: Condens. Matter 18, 7543 (2006)] well accounts for the short time cross-correlations. It also allows a proper modification of the Rouse theory which provides quantitative account of the intermediate and the long time decay of the rotational correlations with $\ell=1$. © 2009 American Institute of Physics. [doi:10.1063/1.3262307]


## I. INTRODUCTION

The rotational dynamics of polymers are currently studied by several experimental techniques, including dielectric relaxation, ${ }^{1}$ NMR, ${ }^{2}$ electron paramagnetic resonance, ${ }^{3}$ light scattering, ${ }^{4}$ and more recently, single molecule spectroscopies ${ }^{5}$ and simulations. ${ }^{6-18}$ Due to the computational effort, numerical studies often consider short, unentangled chains with dynamics which in the melt state is usually rationalized by the Rouse model. ${ }^{19}$ Even if several papers discussed the rotational self-correlation functions, to the best of our knowledge only a few ones touched on the issue of the rotational cross-correlations, i.e., the ones involving distinct chain portions, in the framework of studies on dielectric relaxation, ${ }^{14}$ the crossover from Rouse ${ }^{19}$ to reptation dynamics, ${ }^{16}$ local ordering effects, ${ }^{15}$ and long-range bond-bond correlations. ${ }^{6}$ This is a little bit surprising in that rotational cross-correlations with $\ell$ rank are involved in the interaction between dipoles placed on distinct parts of the polymeric chain, an issue of remarkable interest in dielectric relaxation $(\ell=1)$ and other techniques such as NMR, ${ }^{2}$ electron paramagnetic resonance, ${ }^{3}$ light scattering, ${ }^{4}$ and single molecule spectroscopies ${ }^{20,21}(\ell=2)$.

Motivated by the above remarks, the present paper reports on extensive molecular dynamics (MD) simulations of melts of unentangled polymer chains with different lengths to the purpose of assessing the Rouse model as a convenient framework to interpret the rotational self- and crosscorrelations with $\ell=1,2$. To better evidence the role of con-

[^0]nectivity, a key concept of the Rouse model, we limited other effects like the heterogeneity of motion by carrying out the simulations under conditions of limited deviations from the Gaussian behavior of the linear displacement.

The paper is organized as follows. In Sec. II the Rouse model and the relevant predictions are presented. In Sec. III the relevant rotational correlation functions are defined. In Sec. IV the model and the details of the simulation are given. In Sec. V the results are discussed. In Sec. VI the conclusions are summarized.

## II. SHORT ACCOUNT OF THE DISCRETE ROUSE MODEL

The Rouse model ${ }^{19}$ is the simplest bead-spring model for flexible polymer chains. ${ }^{22-24}$ It is usually applied to describe the long time or large scale dynamics of polymers by neglecting hydrodynamic interactions, chain entanglements, as well as excluded volume effects. This model has been frequently applied to nonentangled chains in concentrated solutions. It also serves in the description of the entangled chains: the tube model analyses the motion of the Rouse chain confined in a tubelike regime for calculating various kinds of dynamic properties. ${ }^{23}$ Thus, the Rouse model is one of the most important models in the field of polymer dynamics and has been tested by experiments ${ }^{25-31}$ and numerical simulations. ${ }^{7-16,32-44}$ In particular, the Rouse dynamics of isotopic mixtures, ${ }^{41}$ in confined environments, ${ }^{13}$ and chemically reacting systems ${ }^{44}$ have been studied. Corrections for free-volume effects, ${ }^{39}$ intra- and intermolecular mean-force potentials ${ }^{33}$ and uncrossability constraints ${ }^{43}$ are also known. A mode-coupling theory providing microscopic justification for the use of the Rouse theory in polymer melts has been
developed. ${ }^{45}$ Numerical simulations of polymer melts, to be compared with basic predictions of the mode-coupling theory, were also reported. ${ }^{42}$

In the discrete ${ }^{46,47}$ Rouse model each chain is composed of $M_{R}-1$ segments being modeled by $M_{R}$ noninteracting beads, connected by entropic springs with force constant $\kappa$ $=3 k_{B} T / a_{R}^{2}$, where $a_{R}$ is the average size of the segment, i.e., the root mean-square length of the spring, $k_{B}$ is the Boltzmann constant, and $T$ is the absolute temperature. No other interaction between the beads is present. The model considers a given chain and regards the surrounding ones as a uniform frictional medium with Gaussian properties. The segmental friction coefficient of the tagged chain is denoted by $\zeta$. The surrounding chains are depicted to exert on each bead of the selected chain also a fast-fluctuating random force to ensure proper equilibrium properties via the fluctuationdissipation theorem. The mean-field description of the Rouse model may be understood by noting that the size of a chain in the melt scales as $R_{g}^{2} \propto M$, where $R_{g}$ is the gyration radius and $M$ is the number of monomers. If the monomer density of the melt is $\rho$, the number of chains $N_{c}$ in the volume $R_{g}$ scales as $N_{c} \propto \rho R_{g}^{3} / M \propto \sqrt{M} .^{33,34}$

The Langevin equation for the inner beads of the tagged chain $\left(2 \leq n \leq M_{R}-1\right)$ is

$$
\begin{equation*}
\zeta \dot{\mathbf{r}}_{n}(t)=\frac{3 k_{B} T}{a_{R}^{2}}\left[\mathbf{r}_{n-1}(t)-2 \mathbf{r}_{n}(t)+\mathbf{r}_{n+1}(t)\right]+\mathbf{f}_{n}(t) \tag{1}
\end{equation*}
$$

and for the end beads ( $n=1, M_{R}$ )

$$
\begin{align*}
& \zeta \dot{\mathbf{r}}_{1}(t)=\frac{3 k_{B} T}{a_{R}^{2}}\left[\mathbf{r}_{2}(t)-\mathbf{r}_{1}(t)\right]+\mathbf{f}_{1}(t),  \tag{2}\\
& \zeta \dot{\mathbf{r}}_{M_{R}}(t)=\frac{3 k_{B} T}{a_{R}^{2}}\left[\mathbf{r}_{M_{R^{-1}}}(t)-\mathbf{r}_{M_{R}}(t)\right]+\mathbf{f}_{M_{R}}(t), \tag{3}
\end{align*}
$$

where $\mathbf{r}_{n}$ is the position vector of the $n$th bead of the chain and the dot denotes a time derivative. The Cartesian components of the stochastic force $\mathbf{f}_{n}(t)$ are modeled as Gaussian white noise with zero average and correlations according to the fluctuation-dissipation theorem

$$
\begin{equation*}
\left\langle f_{n \alpha}(t) f_{m \beta}\left(t^{\prime}\right)\right\rangle=2 \zeta k_{B} T \delta_{n m} \delta_{\alpha \beta} \delta\left(t-t^{\prime}\right) \tag{4}
\end{equation*}
$$

The set of Eq. (1) with $n=1, \ldots, M_{R}$ are exactly solvable. ${ }^{47}$ The solution, i.e., the position of the $n$th bead $\mathbf{r}_{n}$, is conveniently expressed in terms of normal coordinates, the socalled Rouse modes $\mathbf{X}_{p}^{R}$ with $p=0, \ldots, M_{R}-1$, as

$$
\begin{equation*}
\mathbf{r}_{n}(t)=\mathbf{X}_{0}^{R}(t)+2 \sum_{p=1}^{M_{R^{-1}}} \mathbf{X}_{p}^{R}(t) \cos \left[\frac{(n-1 / 2) p \pi}{M_{R}}\right] \tag{5}
\end{equation*}
$$

The Rouse modes may be conversely written as

$$
\begin{equation*}
\mathbf{X}_{p}^{R}(t)=\frac{1}{M_{R}} \sum_{n=1}^{M_{R}} \mathbf{r}_{n}(t) \cos \left[\frac{(n-1 / 2) p \pi}{M_{R}}\right] \tag{6}
\end{equation*}
$$

The static cross-correlations between the Rouse modes vanish. In particular, for $p>0$

$$
\begin{align*}
\left\langle\mathbf{X}_{p}^{R} \cdot \mathbf{X}_{q}^{R}\right\rangle & =\delta_{p q} \frac{a_{R}^{2}}{8 M_{R} \sin ^{2}\left(p \pi / 2 M_{R}\right)}  \tag{7}\\
& \cong \delta_{p q} \frac{M_{R} a_{R}^{2}}{2 \pi^{2} p^{2}}, \quad p / M_{R} \ll 1 \tag{8}
\end{align*}
$$

For $p, q=0$ one finds

$$
\begin{equation*}
\left.\langle | \mathbf{X}_{0}^{R}(t)-\left.\mathbf{X}_{0}^{R}(0)\right|^{2}\right\rangle=6 \frac{k_{B} T}{M_{R} \zeta} t, \tag{9}
\end{equation*}
$$

which describes the diffusive motion of the center of mass $\mathbf{R}_{C M}=\mathbf{X}_{0}^{R}$. For $p>0$, having defined the normalized selfcorrelation function of the $p$ th Rouse mode as

$$
\begin{equation*}
\phi_{p}^{R}(t)=\frac{\left\langle\mathbf{X}_{p}^{R}(t) \cdot \mathbf{X}_{p}^{R}(0)\right\rangle}{\left.\left.\langle | \mathbf{X}_{p}^{R}\right|^{2}\right\rangle} \tag{10}
\end{equation*}
$$

The Rouse model predicts the exponential decay of $\phi_{p}^{R}(t)$

$$
\begin{equation*}
\phi_{p}^{R}(t)=\exp \left[-\frac{t}{\tau_{p}}\right] \tag{11}
\end{equation*}
$$

with characteristic time

$$
\begin{align*}
\tau_{p} & =\frac{\zeta a_{R}^{2}}{12 k_{B} T \sin ^{2}\left(p \pi / 2 M_{R}\right)},  \tag{12}\\
& \cong \frac{\zeta a_{R}^{2}}{3 \pi^{2} k_{B} T} \frac{M_{R}^{2}}{p^{2}}, \quad p / M_{R} \ll 1 . \tag{13}
\end{align*}
$$

## III. ROTATIONAL CORRELATION FUNCTIONS

In this section suitable correlation functions to characterize both the global and the local reorientation of the chain are defined and some approximations presented. The corresponding Rouse expressions are identified.

## A. Bond correlation functions

## 1. Definitions

One is interested in the rotational dynamics of linear polymer chains with $M$ stiff monomers, the $m$ th one being located at the position $\mathbf{R}_{m}, 1 \leq m \leq M$. The local reorientation process is accounted for by the unit vector along the $m$ th bond of the chain $\mathbf{b}_{m}$ as

$$
\begin{equation*}
\mathbf{b}_{m}=\frac{1}{b_{0}}\left(\mathbf{R}_{m+1}-\mathbf{R}_{m}\right), \tag{14}
\end{equation*}
$$

$b_{0}$ being the bond length. The rotational self-correlation function of the $n$th bond with rank $\ell$ is defined as

$$
\begin{equation*}
C_{\ell, n}(t)=\left\langle P_{\ell}\left(\mathbf{b}_{n}(t) \cdot \mathbf{b}_{n}(0)\right)\right\rangle, \tag{15}
\end{equation*}
$$

where $P_{\ell}(x)$ is the Legendre polynomial of order $\ell$. The selfcorrelation function averaged over all the bonds is defined as

$$
\begin{equation*}
C_{\ell}(t)=\frac{1}{M-1} \sum_{n=1}^{M-1} C_{\ell, n}(t) \tag{16}
\end{equation*}
$$

In order to consider the rotational cross-correlation function between the $m$ th and $(m+\Delta m)$ th bond, one defines

$$
\begin{equation*}
\chi(t)=\mathbf{b}_{m+\Delta m}(t) \cdot \mathbf{b}_{m}(0) \tag{17}
\end{equation*}
$$

The rotational cross-correlation function with rank $\ell=1$ between the $m$ th and $(m+\Delta m)$ th bonds is defined as

$$
\begin{equation*}
C_{1, m, \Delta m}(t)=\langle\chi(t)\rangle, \tag{18}
\end{equation*}
$$

whereas the rotational cross-correlation function with rank $\ell=2$ is defined as

$$
\begin{equation*}
C_{2, m, \Delta m}(t)=\left\langle\chi^{2}(t)\right\rangle-\frac{1}{3} \tag{19}
\end{equation*}
$$

Note that for $\Delta m \neq 0, C_{1, m, \Delta m}(0)$ and $C_{2, m, \Delta m}(0)$ have no trivial values due to excluded volume effects. However, they both vanish at long times, i.e., $C_{1, m, \Delta m}(\infty)=C_{2, m, \Delta m}(\infty)=0$. We also note that $C_{1, m, 0}(t)=C_{1, m}(t) \quad$ and $\quad C_{2, m, 0}(t)$ $=2 C_{2, m}(t) / 3$.

The cross-correlation function averaged over all the bonds which are spaced by $\Delta m-1$ other segments is defined as

$$
\begin{equation*}
C_{\ell, \Delta m}(t)=\frac{1}{M-1-\Delta m} \sum_{m=1}^{M-1-\Delta m} C_{\ell, m, \Delta m}(t) \tag{20}
\end{equation*}
$$

## 2. Approximations

Equation (15) yields $C_{\ell, n}(t) \simeq 1-\ell(\ell+1)\left\langle\theta_{n}^{2}(t)\right\rangle / 4$ at short times, where $\theta_{n}(t)$ is the angle spanned by the bond $\mathbf{b}_{n}$ in a time $t$. At short times the chain connectivity little affects the bond reorientation. Then, one anticipates that the initial stage of the correlation loss is well accounted for by the free rotational diffusion which predicts $C_{\ell, n}(t)=\exp [-\ell(\ell$ $+1) D_{r} t$ at any time, thus leading to the identification $\left\langle\theta_{n}^{2}(t)\right\rangle=4 D_{r} t, D_{r}$ being the rotational diffusion coefficient. ${ }^{48}$ Even if the linear increase in time does not hold at long times in that $\left\langle\theta_{n}^{2}(\infty)\right\rangle=\left(\pi^{2}-4\right) / 2$, the following ansatz will be considered:

$$
\begin{equation*}
C_{\ell, n}(t) \simeq \exp \left[-\frac{\ell(\ell+1)}{4}\left\langle\theta_{n}^{2}(t)\right\rangle\right] \tag{21}
\end{equation*}
$$

The above approximation is expected to hold for correlation functions with high $\ell$-values decaying on shorter time scales. If one neglects the weak dependence of $\left\langle\theta_{n}^{2}(t)\right\rangle$ on the bond number $n$, Eq. (21) reduces to

$$
\begin{equation*}
C_{\ell}(t) \simeq \exp \left[-\frac{\ell(\ell+1)}{4}\left\langle\theta^{2}(t)\right\rangle\right] \tag{22}
\end{equation*}
$$

where $\left\langle\theta^{2}(t)\right\rangle$ is the average of $\left\langle\theta_{n}^{2}(t)\right\rangle$ over all the bonds. Equation (21) predicts $C_{2, n}(t)=C_{1, n}(t)^{3}$ so that, by using Eqs. (16), for $\ell=2$

$$
\begin{equation*}
C_{2}(t) \simeq \frac{1}{M-1} \sum_{n=1}^{M-1} C_{1, n}(t)^{3} \tag{23}
\end{equation*}
$$

The above approximation is expected to improve Eq. (22) with $\ell=2$ since it has the correct limit $C_{2}(\infty)=0$. Note that Eqs. (21)-(23) do not necessarily imply an exponential time decay.

Another relation may be written for the cross-correlation functions as well. Let us consider the angle $\beta_{m, \Delta m}$ between $\mathbf{b}_{m}(0)$ and $\mathbf{b}_{m+\Delta m}(0)$ and the angle $\phi_{m, \Delta m}(t)$ between the two
vectors $\mathbf{b}_{m+\Delta m}(0) \times \mathbf{b}_{m}(0)$ and $\mathbf{b}_{m+\Delta m}(0) \times \mathbf{b}_{m+\Delta m}(t)$, respectively $\left[\phi_{m, \Delta m}(t)\right.$ is the dihedral angle of the two planes with the two vectors as normal vectors]. If both $\theta_{m+\Delta m}$ and $\phi_{m, \Delta m}$ are weakly correlated with $\beta_{m, \Delta m}$ (roughly, this means that the static correlations between two bonds spaced by $\Delta m$ do not affect their dynamics), $C_{1, m, \Delta m}(t)$ is approximated by

$$
\begin{align*}
C_{1, m, \Delta m}(t) \simeq & \left\langle\cos \beta_{m, \Delta m}\right\rangle\left\langle\cos \theta_{m+\Delta m}(t)\right\rangle \\
& +\left\langle\sin \beta_{m, \Delta m}\right\rangle\left\langle\sin \theta_{m+\Delta m}(t) \cos \phi_{m, \Delta m}(t)\right\rangle \tag{24}
\end{align*}
$$

Notice that $\left\langle\cos \theta_{m+\Delta m}(t)\right\rangle=C_{1, m+\Delta m}(t)$ and that the angle $\beta_{m, \Delta m}$ calculation requires only information on statistics.

## B. Rouse segment correlation functions

## 1. Definitions and properties

To assess the predictions of the Rouse model on the rotational dynamics, suitable correlation functions to be compared with the ones of Sec. III A 1 must be defined. Henceforth, for a given correlation function $C$, the corresponding Rouse expression will be denoted by $C^{R}$. Their relations with the modes $\mathbf{X}_{p}^{R}$ are given in the Appendix.

To characterize the local reorientation of the chain one has to focus on the correlation functions of the Rouse segments to be defined as

$$
\begin{equation*}
\mathbf{a}_{n}=\frac{1}{a_{R}}\left(\mathbf{r}_{n+1}-\mathbf{r}_{n}\right), n=1, \ldots, M_{R}-1 \tag{25}
\end{equation*}
$$

One aspect to be considered is that, differently from bonds, the length of the segments of the Rouse chain is Gaussian distributed and the moments only are known, e.g.

$$
\begin{align*}
& \left\langle a_{n}^{2}\right\rangle=1  \tag{26}\\
& \left\langle a_{n}^{4}\right\rangle=\frac{5}{3} \tag{27}
\end{align*}
$$

with $a_{n}^{2} \equiv \mathbf{a}_{n} \cdot \mathbf{a}_{n}$.
The rotational self-correlation function of the $n$th segment with rank $\ell=1$ is defined as

$$
\begin{equation*}
C_{1, n}^{R}(t)=\left\langle\mathbf{a}_{n}(t) \cdot \mathbf{a}_{n}(0)\right\rangle \tag{28}
\end{equation*}
$$

The above equation is formally identical to the corresponding bond-bond correlation function for fixed bond length $b_{0}$, i.e., Eq. (15) with $\ell=1$. Since $C_{1, n}^{R}(t)$ involves $\left\langle a_{n}^{2}\right\rangle$ only, Eq. (28) is mapped into Eq. (15) by the identification $a_{R}=b_{0}{ }^{49-51}$

If the correlation functions with rank $\ell \geq 2$ are considered, the moments $\left\langle a_{n}^{2 p}\right\rangle$ with $p \geq 2$ come into play. Since the inequality $\left\langle a_{n}^{2 p}\right\rangle \neq\left\langle a_{n}^{2}\right\rangle p=1$ holds [e.g., see Eq. (27)], the correlation functions $C^{R}$ with $\ell \geq 2$ must be properly defined for comparison with the corresponding ones of Sec. III A 1. Owing to that, the self-correlation function of the $n$th segment with rank $\ell=2$ is defined as

$$
\begin{equation*}
C_{2, n}^{R}(t)=\frac{3\left\langle\left[\mathbf{a}_{n}(t) \cdot \mathbf{a}_{n}(0)\right]^{2}\right\rangle-1}{4} \tag{29}
\end{equation*}
$$

With the above definitions $C_{\ell, n}^{R}(0)=1$ and $C_{\ell, n}^{R}(\infty)=0$. Note that $C_{2, n}^{R}$ and the corresponding bond correlation function, Eq. (15) with $\ell=2$, are formally different.

In analogy with Eq. (16) one defines the self-correlation function averaged over the $M_{R}-1$ segments as

$$
\begin{equation*}
C_{\ell}^{R}(t)=\frac{1}{M_{R}-1} \sum_{n=1}^{M_{R^{-1}}} C_{\ell, n}^{R}(t) . \tag{30}
\end{equation*}
$$

A compact expression for $C_{1}^{R}(t)$ is presented as Eq. (A7) in the Appendix. In the Appendix it is also shown that

$$
\begin{equation*}
C_{2, n}^{R}(t)=C_{1, n}^{R}(t)^{2} \tag{31}
\end{equation*}
$$

From Eq. (30) one gets

$$
\begin{equation*}
C_{2}^{R}(t)=\frac{1}{M_{R}-1} \sum_{n=1}^{M_{R}-1} C_{1, n}^{R}(t)^{2} \tag{32}
\end{equation*}
$$

The cross-correlation functions are defined in terms of

$$
\begin{equation*}
\chi^{R}(t)=\mathbf{a}_{m+\Delta m}(t) \cdot \mathbf{a}_{m}(0) \tag{33}
\end{equation*}
$$

The expressions of $C_{1, m, \Delta m}^{R}(t)$ and $C_{2, m, \Delta m}^{R}(t)$ are get by replacing $\chi(t)$ with $\chi^{R}(t)$ in Eqs. (18) and (19), respectively

$$
\begin{align*}
& C_{1, m, \Delta m}^{R}(t)=\left\langle\chi^{R}(t)\right\rangle,  \tag{34}\\
& C_{2, m, \Delta m}^{R}(t)=\left\langle\left[\chi^{R}(t)\right]^{2}\right\rangle-\frac{1}{3} \tag{35}
\end{align*}
$$

We note that $C_{1, m, 0}^{R}(t)=C_{1, m}^{R}(t)$ and $C_{2, m, 0}^{R}(t)=4 C_{2, m}^{R}(t) / 3$. In Appendix it is shown that

$$
\begin{equation*}
C_{2, m, \Delta m}^{R}(t)=\frac{4}{3} C_{1, m, \Delta m}^{R}(t)^{2} \tag{36}
\end{equation*}
$$

The average of the cross-correlation functions over all the segments $C_{\ell, \Delta m}^{R}(t)$ and $\ell=1,2$ is defined in analogy with Eq. (30).

By replacing Eq. (5) into Eq. (25) and inserting the result into Eqs. (28), (29), (34), and (35) the self-correlation and cross-correlation functions with rank $\ell=1,2$ are related to the normalized correlation functions of the Rouse mode $\phi_{p}^{R}(t)$ [Eq. (11)]. Their explicit expressions are derived in the Appendix. In general, correlation functions with rank $\ell$ are expressed by multivariate polynomials with degree $\ell$ in terms of the variables $\phi_{p}^{R}(t)$ with $p=1, \ldots, M_{R}-1$.

Rouse chains are "phantom" chains, i.e., excluded volume effects are ignored. This means

$$
\begin{equation*}
\left\langle\mathbf{a}_{m} \cdot \mathbf{a}_{m+k}\right\rangle=\delta_{k 0} \tag{37}
\end{equation*}
$$

The above relation sets the static properties of the Rouse modes, i.e., Eq. (7). ${ }^{23}$ In this limit the cross-correlation functions at very short times vanish, i.e., $C_{\ell, m, \Delta m}^{R}(0)=0$ for $\ell$ $=1,2$ and $\Delta m \neq 0$, as one may check in Eqs. (A4) and (A9) for $\ell=1$, as well as Eq. (A14) for $\ell=2$.

## 2. Approximation

In order to test the Rouse model one has to evaluate the modes $\mathbf{X}_{p}^{R}(t)$. To this aim, the bead position is identified with the monomer position in Eq. (6),

$$
\begin{equation*}
\mathbf{X}_{p}(t)=\frac{1}{M} \sum_{n=1}^{M} \mathbf{R}_{n}(t) \cos \left[\frac{(n-1 / 2) p \pi}{M}\right] \tag{38}
\end{equation*}
$$

The key quantity of the Rouse expressions concerning the rotational correlation functions are the mode correlation functions $\left\langle\mathbf{X}_{p}(t) \cdot \mathbf{X}_{p}(0)\right\rangle$. A number of schemes for their
evaluation will be adopted which are summarized by the relation

$$
\begin{equation*}
\left.\left\langle\mathbf{X}_{p}(t) \cdot \mathbf{X}_{p}(0)\right\rangle=\left.\langle | \mathbf{X}_{p}\right|^{2}\right\rangle^{i} \phi_{p}(t), \quad i=\mathrm{MD}, \quad R, \quad \mathrm{SM} 3 \tag{39}
\end{equation*}
$$

where the normalized mode correlation function $\phi_{p}$ is taken from simulations (see examples in Fig. 2). The label $i=$ MD means that the correlation function is evaluated from simulations in full. Setting $i=R$ implies that the modulus is taken by Eq. (7). The choice $i=$ SM3 signals that the modulus is evaluated from Eq. (38) according to the SM3 model. ${ }^{52,53}$ The SM3 model removes the phantom character of the Rouse chains by providing excluded volume corrections to the single-chain static properties of a melt of unentangled polymers. It needs the temperature and the interaction potential between nonbonded monomers [Eq. (40) in the present work] as only input parameters.

## IV. DETAILS OF THE SIMULATION

We investigate systems of $N$ fully flexible linear chains with $M$ monomers each. The ( $M, N$ ) pairs under investigation are $(3,667),(5,200),(10,200),(15,220),(22,300)$ and, $(30,300)$. The sample is confined into a cubic box with periodic boundary conditions. To handle the boundary conditions, the minimum image convention is adopted. The interaction between nonbonded monomers occurs via the Lennard-Jones (LJ) potential given by

$$
\begin{equation*}
U(r)=4 \epsilon\left[(\sigma / r)^{12}-(\sigma / r)^{6}\right]+U_{\mathrm{cut}} \tag{40}
\end{equation*}
$$

The potential is cut off at $r_{\text {cut }}=2.5 \sigma$ and properly shifted by $U_{\text {cut }}$ so as to vanish at that point and to make it continuous everywhere. No torsional potential is present. The Rattle (Ref. 54) algorithm is used to constrain neighboring monomers in the same chain at a distance $b_{0}=0.97 \sigma$. From now on LJ units are adopted with the Boltzmann constant $k_{b}=1$. The samples are equilibrated under Nosé-Andersen ${ }^{54}$ dynamics at a given temperature $T$ and pressure $P$ until the average displacement of the chains' centers of mass is as large as twice the mean end-to-end distance. Data are collected during production runs in microcanonical conditions. The time step for the chosen velocity verlet integration is $\delta t=2.5 \times 10^{-3}$. No adjustment of the temperature, e.g., by rescaling the velocities, was needed during the production run. The results have been averaged over ten independent runs at least. The system is studied at constant pressure $P=2.0$ and temperature $T$ $=1.2$ for chains with length $M=3,5,10,15,22$, and 30 , and at temperatures $T=0.65,0.7,0.75,0.8,1.0,1.2,1.4,1.6$, and 1.8 for the chain with $M=10$.

## V. RESULTS AND DISCUSSION

Flexible linear chains have average size of the segment $a_{R}=\sqrt{C_{\infty}} b_{0} .{ }^{23,32}$ For the present case, i.e., fully flexible chains, the characteristic ratio $\sqrt{C_{\infty}}=1.19 .{ }^{17}$ On this basis the identification $M_{R}=M$ is used when comparing the Rouse predictions with the numerical results and the Rouse modes are evaluated by Eq. (38). They are found to be fairly orthogonal. In fact, the quantity $\left\langle\mathbf{X}_{p} \cdot \mathbf{X}_{q}\right\rangle$ with $p \neq q$ is two to three orders of magnitude less than the moduli of the involved modes (data not shown) in agreement with other studies. ${ }^{36}$


FIG. 1. Top: Scaled plot of the monomer mean-square displacement at $T$ $=1.2$ for $M=3,5,10,15,22$, and 30 (from right to left). $R_{e e}^{2}$ denotes the mean-square end-to-end distance. The slopes of the ballistic and the intermediate-time regimes are also drawn. At long times (not shown) the displacements occur by the usual diffusion law $\left\langle R^{2}(t)\right\rangle=6 D t$ where $D$ is the diffusion coefficient. Bottom: non-Gaussian parameter of the monomer displacement $\alpha_{2}$ for $M=3,5,10,15,22$, and 30 at $T=1.2$ (solid lines) and $M=10$ at $T=0.65$ (dashed line).

## A. Monomer displacement and Rouse modes

Figure 1 (top panel) shows the monomer mean-square displacement at $T=1.2$ for all the chain lengths under study. Curves are suitably scaled for easier comparison. A number of different regimes are seen. At short times $(t \leq 0.1)$ the motion is ballistic: $\left\langle\mathbf{R}^{2}\right\rangle \propto t^{2}$. At later times the connectivity drives the motion of monomers to a subdiffusive regime, i.e., $\left\langle\mathbf{R}^{2}\right\rangle \propto t^{x}$ with $x \simeq 0.6<1$. The Rouse model predicts $x_{R}=0.5 .^{23}$ For displacements larger than the mean-square end-to-end distance $R_{e e}^{2}$ (not shown in Fig. 1) the monomer motion becomes diffusive, i.e., $\left\langle\mathbf{R}^{2}\right\rangle=6 D t$ where $D$ is the diffusion coefficient. Notice the absence of any plateaulike region in the mean-square displacements and then the missing evidence of well-defined caging effects due to nearest neighbors at $T=1.2$. Escaping from traps exhibits marked non-Gaussian features which may be characterized by the non-Gaussian parameter $\alpha_{2}{ }^{17}$

$$
\begin{equation*}
\alpha_{2}(t)=\frac{3}{5} \frac{\left.\left.\langle | \Delta \mathbf{R}(t)\right|^{4}\right\rangle}{\left.\left.\langle | \Delta \mathbf{R}(t)\right|^{2}\right\rangle^{2}}-1 . \tag{41}
\end{equation*}
$$

Figure 1 (bottom) plots $\alpha_{2}$ for all the chain lengths under study at $T=1.2$ and for $M=10$ at $T=0.65$. The small deviations from the Gaussian behavior confirm the negligible trapping of the monomers at $T=1.2$. Differently, the decamer at $T=0.65$ exhibits somewhat larger deviations pointing to stronger caging of the monomers.

Figure 2 (top panel) plots the normalized self-correlation functions of the Rouse modes $\phi_{p}(t)$ for $M=10$ and $T=1.2$. The top inset evidences that $\phi_{p}(t)$ decays at long times as a stretched exponential with stretching parameter $\beta \sim 0.86$. The Rouse model predicts $\beta=1$ for all the modes [Eq. (11)].


FIG. 2. Rouse modes for $M=10$. Self-correlation functions $\phi_{p}(t)$ at $T=1.2$. Top inset: log-log plot of the logarithm of $\phi_{p}(t)$. The decay at long times is a stretched exponential with stretching parameter $\beta \sim 0.86$ given by the slope of the solid line. Bottom inset: scaling of the slowest $\left(\phi_{1}\right)$ and the fastest $\left(\phi_{9}\right)$ correlation functions for $T=0.65,0.7,0.75,0.8,1.2,1.4,1.6$, and 1.8. Note the plateau region of $\phi_{9}(t)$ at short times and the lowest temperatures evidencing the cage effect. The latter is not seen in $\phi_{1}(t)$.

The discrepancy is known and ascribed to the limited allowable range of chain lengths to see the Rouse dynamics which, expectedly, yields finite $M$ corrections to the ideal Rouse behavior. ${ }^{13}$ The bottom inset of Fig. 2 shows a detailed view of the slowest $(p=1)$ and the fastest $(p=9)$ correlation functions of the Rouse modes for all the temperatures. Curves are scaled by $\tau_{e}$, being defined by $\phi_{1}\left(\tau_{e}\right)=1 / e$. The scaling works nicely for $\phi_{1}(t)$, whereas deviations are apparent at short times for $\phi_{9}(t)$ where at the lowest temperatures a plateau develops signaling the onset of the cage effect in agreement with the analysis of the non-Gaussian effects in Fig. 1 bottom. The plateau is not seen in $\phi_{1}(t)$ which has not relaxed appreciably within the cage lifetime. The larger sensitivity to caging of $\phi_{9}(t)$ is understood by noting that the mode $\mathbf{X}_{9}$ represents the local motion of the chain which includes $M / p=10 / 9 \sim 1$ bonds. ${ }^{23}$ The missing time/ temperature scaling of the cage effect is well-known, e.g., see Ref. 55. Differently, the time/temperature scaling of the long-time relaxation is a major prediction of the Rouse model. ${ }^{23}$

## B. Rotational self-correlation functions

Figure 3 shows the temperature-dependence of the rotational correlation function $C_{\ell}(t)$ [Eq. (16)] for $\ell=1,2$ of the melt of decamers $(M=10)$. It is seen that at the same temperature $C_{2}(t)$ decays faster than $C_{1}(t)$ since the former is more sensitive to small angular displacements and the rotational dynamics is not dominated by jumps which would lead to substantial $\ell$-independence of the decay times. ${ }^{55}$ On decreasing the temperature, both $C_{1}(t)$ and $C_{2}(t)$ show a plateau at short times signaling the onset of the cage effect. As it is anticipated, the confined motion inside the cage results in larger correlation losses for $\ell=2$ than $\ell=1$. Figure 3 shows that $C_{1}(t)$ and $C_{2}(t)$ have several decay regimes well expressed by the general form $\log C(t) \propto-t^{x}$, the $x$ exponent being dependent on the particular time window under consideration. At very short times in the ballistic regime $\left\langle\theta^{2}(t)\right\rangle \sim t^{2}$ and then $\log C_{\ell}(t) \sim-t^{2}$ according to Eq. (22). At longer times and low temperatures there is a crossover from ballistic to caged dynamics evidenced by the quasiplateau at $1 \leqq t \leqq 10$. At higher temperatures the latter is not apparent.


FIG. 3. Rotational correlation functions $C_{1}$ (top) and $C_{2}$ (bottom) for $M$ $=10$ for all the investigated temperatures. Inset: log-log plot of the logarithm of the correlation function. Three distinct decay regimes according to the law $\log C \sim-t^{x}$ are shown with the indicated $x$ value.

At longer times the rotational motion enters a new regime where the connectivity affects markedly the bond reorientation and leads to a stretched decay with stretching parameter $x \simeq 0.67$ for $\ell=1$ and 2 . Notice that the parameter is quite close to the exponent of the subdiffusive regime of the meansquare displacement occurring in the same time window (see Fig. 1). At longer times $C_{1}(t)$ crosses over to a slower decay regime with stretching parameter $x^{\prime} \sim 0.4$. Both stretching parameters do not exhibit appreciable temperature dependence, as it is seen in Fig. 4 where the curves are scaled by


FIG. 4. Scaled curves of the rotational correlation function $C_{1}(t)$ (top) and $C_{2}(t)$ (bottom) of Fig. 3 for $M=10$ and all the investigated temperatures. Distinct decay regimes according to the law $\log C \sim-t^{x}$ are shown with the indicated $x$ value.


FIG. 5. Rotational correlation functions $C_{1}(t)$ (top) and $C_{2}(t)$ (bottom) at $T=1.2$ for $M=3,5,10,15,22$, and 30 (from left to right). The distinct decay regimes according to the law $\log C \sim-t^{x}$ are shown in the insets with the indicated $x$ value.
$\tau_{e}^{\ell}$, the latter being defined by $C_{\ell}\left(\tau_{e}^{\ell}\right)=1 / e$. Equation (22) gives a hint about the similarity of the time-dependence of $C_{1}\left(t / \tau_{e}^{1}\right)$ and $C_{2}\left(t / \tau_{e}^{2}\right)$. It states that changing the $\ell$ rank just shifts $\log _{10}\left(-\ln C_{\ell, n}\right)$ by a constant term. Notice that Fig. 4 also shows that both $C_{1}(t)$ and $C_{2}(t)$ are effectively scaled onto master curves at intermediate and long times but not at short times where caging is effective, in agreement with previous findings for both dimers ${ }^{55}$ and decamers. ${ }^{17}$

Figure 5 shows the molecular weight dependence of $C_{1}(t)$ and $C_{2}(t)$ for $T=1.2$. It is seen that the decay is weakly dependent on the chain length for $1 \leqq t \leqq 10$ (intermediate times), whereas increasing the connectivity leads, especially for $C_{1}(t)$, to a slower decay for $t \gtrsim 10$ (long times). Insight into the time dependence of $C_{1}(t)$ is reached by numerical evaluation of Eq. (A6) via Eq. (39) with $i=$ SM3 and

$$
\begin{equation*}
\phi_{p}(t)=\exp \left[-\left(\frac{t}{\tau_{p}^{\star}\left(M_{R}\right)}\right)^{\beta}\right], \tag{42}
\end{equation*}
$$

with $\tau_{p}^{\star}\left(M_{R}\right)=\tau / \sin ^{2}\left(p \pi / 2 M_{R}\right)$. Equation (42) assumes equal stretching for all the modes (see Fig. 2) and the SM3 model removes the phantom character of the Rouse chains (see Sec. III B 1). Figure 6 shows the results. It is seen that the $x$ slope of the intermediate regime just reflects the stretching of the Rouse modes. The long-time regime takes place for $t$ $\gtrsim \tau_{1}^{\star}\left(M_{R}\right)$. The larger stretching with increasing chain length is ascribed to the wider distribution of relaxation times $\tau_{p}^{\star}\left(M_{R}\right)$ spanning the range $1 \leq p \leq M_{R}-1$. Figure 5 shows that the decay of $C_{2}(t)$ exhibits two regimes with analogous features with respect to the ones of $C_{1}(t)$.

It is interesting to compare the decay of $C_{1}(t)$ and $C_{2}(t)$ with the approximations developed in Secs. III A 2 and III B 2 This is done in Figs. 7 and 8.

Figure 7 shows that $C_{1}(t)$ is virtually coincident with Eq. (A6) by using Eq. (38) to evaluate the Rouse mode correla-


FIG. 6. Time dependence of $C_{1}(t)$ as evaluated by Eq. (A6) with Eq. (42) and $M_{R}=M$ and $\beta=0.7$. The plots account for the intermediate and long times decays of the chains with length $M=10$ (compared with Fig. 4 top) and $M=30$ (compared with the inset of Fig. 5 top)
tion functions from the MD data. The agreement is quite expected since Eq. (A6) follows from the high orthogonality of the modes $\mathbf{X}_{p}$. It is worth noting that evaluating Eq. (A6) via Eq. (39) with $i=R$ or SM3 result nearly in the same agreement with the exact calculation carried out by MD data, $i=$ MD (not shown). Figure 7 also compares the MD results concerning $C_{1}(t)$ for different molecular weights at $T=1.2$ and for $M=10$ at different temperatures with Eq. (22) with


FIG. 7. Rotational correlation functions $C_{1}$ : comparison of the MD results for $M=3$ and 30 at $T=1.2$ (top) and for $M=10$ at $T=0.65,0.75,1.2$, and 1.8 from right to left (bottom) with Eq. (22) with $\ell=1$ and Eq. (A6) with $M_{R}$ $=M$ (mode correlation functions from simulation data).


FIG. 8. Rotational correlation functions $C_{2}$ : comparison of the MD results for $M=3$ and 30 at $T=1.2$ (top) and for $M=10$ at $T=0.65,0.75,1.2$, and 1.8 (bottom) with Eq. (22) with $\ell=2$, Eq. (23), and Eq. (32) with $M_{R}=M$. The bond correlation functions $C_{1, n}(t)$ involved in Eqs. (23) and (32) are evaluated by simulation data. The lower parts of each panel plot the corresponding residuals.
$\ell=1$. By comparing the top panel of Fig. 7 with Fig. 5 (top panel), it is seen that Eq. (22) with $\ell=1$ accounts for the correlation loss up to the end of the intermediate decay regime $(1 \lesssim t \leqq 10)$. Notice that: (i) the intermediate decay is stretched (see Fig. 5), then Eq. (22) cannot be read as a trivial consequence of the diffusion model predicting exponential decays; (ii) the decay is tracked even at low temperatures where the cage effect is more apparent and the nonGaussian effects are not negligible (see Fig. 1). However, at long times Eq. (22) breaks down in that it does not predict the complete correlation loss but a plateau at $\exp [$ $\left.-\left\langle\theta^{2}(\infty)\right\rangle / 2\right]=\exp \left[\left(4-\pi^{2}\right) / 4\right] \simeq 0.23$.

Figure 8 compares the MD results concerning $C_{2}(t)$ for different molecular weights at $T=1.2$ and for $M=10$ at different temperatures with Eq. (22) with $\ell=2$, Eq. (23), and Eq. (32) with $M_{R}=M$. The top panel of Fig. 8 shows that Eq. (32) agrees poorly with the simulations. This is a little surprising since the latter equation relies on the Gaussian character of the monomer displacement (see Appendix) which is still valid at $T=1.2$, as shown by the small non-Gaussian parameter (see Fig. 1, lower panel). Figure 8 shows better agreement by the two variants of Eq. (21), i.e., Eqs (22) and (23), even at low temperatures where non-Gaussian effects are more apparent. In particular, the agreement of Eq. (22) with $\ell=2$ is much better than for $\ell=1$, owing to the larger decay of $C_{2}(t)$ for a given mean-square angle $\left\langle\theta^{2}(t)\right\rangle$ spanned by the bond in a time $t$.

## C. Rotational cross-correlation functions

Figure 9 plots the cross-correlation functions $C_{1, \Delta m}$ [Eq. (20)]. The correlations decreases with the bond-bond distance $\Delta m$. For a given distance, due to the connectivity, the cross-correlations first increase at short times and then vanish


FIG. 9. Rotational cross-correlation functions $C_{1, \Delta m}$ at $T=1.2$ for $M=10$. Curves with $\mathrm{a}, \mathrm{b}$, and c labels refer to bond-bond distances $\Delta m=1,2$, and 3, respectively. The MD results are compared with both Eqs. (24) and (A3) [averaged by using Eq. (A8)]. The latter equations are evaluated by either the MD simulations (thin lines) or the SM3 model (thick lines). The gray curve is evaluated by replacing in Eq. (20) the expression of $C_{1, m, \Delta m}$ as given by Eq. (A3) limiting the sum to the first term only $(p=1)$. It is seen that the long-time decay is controlled by the decay of the correlation function of the first Rouse mode $\phi_{1}$ only.
when time exceeds the chain rotational correlation time $\sim \tau_{1}$. The MD results are compared to a number of approximating schemes evaluating $C_{1, m, \Delta m}$ [Eq. (18)]. First, the latter was identified with Eq. (A3), the bond dependence was averaged by Eq. (A8), and the Rouse mode correlation functions were taken directly from the simulations. As it is seen in Fig. 9, the comparison is quite satisfactory since Eq. (A3) relies on the mode orthogonality, which is quite good. We also replaced $\left\langle\mathbf{X}_{p}^{R}(t) \cdot \mathbf{X}_{p}^{R}(0)\right\rangle$ in Eq. (A3) with Eq. (39) with $i$ =SM3. The good agreement shows that the SM3 model well accounts for the excluded volume effects on the static properties. Figure 9 also includes the approximation of $C_{1, m, \Delta m}$ expressed by Eq. (24). The agreement is excellent at short and long times. The discrepancies at intermediate times point to the conclusion that the angle $\beta_{m, \Delta m}$ between $\mathbf{b}_{m}(0)$ and $\mathbf{b}_{m+\Delta m}(0)$ is partially correlated with the dihedral angle $\phi_{m, \Delta m}(t)$ and the angle $\theta_{m+\Delta m}$ spanned by $\mathbf{b}_{m+\Delta m}$ in a time $t$. For $\Delta m=1$ the quantities $\langle\cos \beta\rangle$ and $\langle\sin \beta\rangle$ in Eq. (24) were also evaluated by the SM3 model resulting in the dotdashed line. The partial improvement at intermediate times is counterbalanced by small deviations at short times.

As noted in Sec. III B the "phantom" character of the Rouse chains, due to no account of the excluded volume, implies that their cross-correlations vanish at the initial time, i.e., $C_{\ell, \Delta m}^{R}(0)=0$ for $\Delta m \neq 0$ [this is seen by evaluating Eq. (A4) at $t=0]$. Figure 9 shows that the weakness of this conclusion in that it shows that $C_{1, \Delta m}(0) \neq 0$ for $\Delta m=1,2$, and 3. Notice that $C_{1, \Delta m}(t)$, when evaluated via Eqs. (A3) and (A8) and by using the MD results, is coincident with the exact MD results within the errors. This comes as no surprise in that Eq. (A3) relies on the mode-mode orthogonality only and then is virtually exact.

Fig. 10 compares the exact MD evaluation of $C_{2,1}$ with the expectation of the Rouse theory, as given by Eqs. (A14) and (20). Being the former derived on the basis of Eq. (A4) which, in turn, relies on Eq. (37), one finds $C_{2,1}^{R}(0)=0$. However, the MD simulation yields $C_{2,1}(0) \neq 0$. It is worth noting that $C_{2,1}(0)$ may be evaluated by the SM3 model ${ }^{52}$ via Eqs. (17) and (19) by neglecting the $m$-dependence to yield


FIG. 10. Rotational cross-correlation function $C_{2,1}$, at $T=1.2$ for $M=10$. The exact MD results are compared with the predictions of the Rouse theory, i.e., Equation (A14) is replaced in Eq. (20) by taking $\phi_{p}^{R}(t)$ from the simulations. Note that the "phantom" character of the Rouse chains results in $C_{2,1}^{R}(0)$ $=0$. The SM3 model predicts $C_{2,1}^{\mathrm{SM} 3}(0)=-0.113$ to be compared with $C_{2,1}(0)=-0.103$ from simulations.

$$
\begin{equation*}
C_{2,1}^{S M 3}(0)=-0.113 \tag{43}
\end{equation*}
$$

which is in good agreement with $C_{2,1}(0)=-0.103$ from simulations.

## VI. CONCLUSIONS

The paper presents a thorough MD study of the segmental (bond) rotational dynamics in a melt of unentangled, linear chains. To single out the connectivity effects, the study considered states with limited deviations from the Gaussian behavior of the linear displacement. Both the self and the cross bond-bond correlations with rank $\ell=1$ and 2 are studied in detail.

For $\ell=1$ (of major interest for dielectric relaxation) the correlation functions are precisely described by expressions involving the correlation functions of the chain modes. This is shown in Figs. 7 and 9 where the general results for the self-correlations, Eq. (A6), and the cross-correlations, Eq. (A3) [averaged by Eq. (A8)], are compared to the simulations, respectively.

Several approximations concerning both the self- and the cross-correlations with $\ell=1$, and 2 are developed and assessed. For $\ell=2$ (involved in NMR, electron paramagnetic resonance, light scattering, and single molecule spectroscopies) a relation between the self-correlations with $\ell$ $=2$ and the ones with $\ell=1$ [Eq. (32)] is derived under the assumption of Gaussian properties of the chain segments (a key hypothesis of the Rouse model). When the relation is compared to the MD results, deviations are noted (see Fig. 8) pointing to limited robustness of Eq. (32) even under small non-Gaussianity. Much better agreement is found by adopting alternative expressions [Eqs. (22) and (23)]. On the other hand, Eq. (22), works only at short times for $\ell=1$ (see Fig. 7). For the cross-correlations with $\ell=1$ the approximate expression. Equation (24) yields excellent agreement at both short and long times (see Fig. 9).

It is found that the Rouse theory, when corrected by stretching the mode-mode correlation functions via Eq. (42) and adopting the simplified description of the excluded volume static effects provided by the SM3 model, ${ }^{52,53}$ provides quantitative account of the intermediate- and the long-time
decay of the self-correlations with $\ell=1$. The SM3 model well accounts for the short time cross-correlations for both $\ell=1$ and 2 as well.

The self-correlations are seen to have long-time tails which are little dependent on the temperature, whereas are strongly dependent on the chain length. This feature may provide early signatures of the onset of the reptation dynamics. ${ }^{16}$ On the other hand, the cross-correlations evidence the deep impact of the excluded volume effects on the chain dynamics in a much clearer way than the selfcorrelations and suggest how to investigate in the timedomain the long-range spatial correlations recently reported. ${ }^{6}$
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## APPENDIX: ROUSE EXPRESSIONS OF THE SEGMENTAL CORRELATION FUNCTIONS

The Appendix summarizes the derivation of the self- and cross-correlation functions with rank $\ell=1$ and 2 according to the Rouse model. The cross-correlation function $C_{1, m, \Delta m}^{R}(t)$, Eq. (34), is first considered. By replacing Eq. (5) into Eq. (25), one relates the $n$th Rouse segment to the chain modes as

$$
\begin{equation*}
\mathbf{a}_{n}(t)=-\frac{4}{a_{R}} \sum_{p=1}^{M_{R}-1} c_{n, p} \mathbf{X}_{p}^{R}(t) \tag{A1}
\end{equation*}
$$

with

$$
\begin{equation*}
c_{n p}=\sin \left[\frac{n p \pi}{M_{R}}\right] \sin \left[\frac{p \pi}{2 M_{R}}\right] . \tag{A2}
\end{equation*}
$$

Replacing Eq. (A1) into Eq. (33) and the result into Eq. (34) one finds

$$
\begin{align*}
C_{1, m, \Delta m}^{R}(t) & =\frac{16}{a_{R}^{2}} \sum_{p=1}^{M_{R}-1} c_{m+\Delta m, p} c_{m, p}\left\langle\mathbf{X}_{p}^{R}(t) \cdot \mathbf{X}_{p}^{R}(0)\right\rangle,  \tag{A3}\\
& =\frac{2}{M_{R}} \sum_{p=1}^{M_{R}-1} \sin \left[\frac{(m+\Delta m) p \pi}{M_{R}}\right] \sin \left[\frac{m p \pi}{M_{R}}\right] \phi_{p}^{R}(t) . \tag{A4}
\end{align*}
$$

Equation (A4) is coincident with previous results. ${ }^{51}$ The explicit expression of the self-correlation function of the $m$ th segment $C_{1, m}^{R}(t)$ [see Eq. (28)] is recovered via Eq. (A4) by setting $\Delta m=0$,

$$
\begin{equation*}
C_{1, m}^{R}(t)=\frac{2}{M_{R}} \sum_{p=1}^{M_{R^{-}}} \sin ^{2}\left[\frac{m p \pi}{M_{R}}\right] \phi_{p}^{R}(t) \tag{A5}
\end{equation*}
$$

Notice that $C_{1, m}^{R}(0)=1$ and $C_{1, m}^{R}(\infty)=0$.

By replacing Eq. (A3) with $\ell=1$ and $\Delta m=0$ into Eq. (30), a compact expression is obtained for the selfcorrelation function averaged over all the segments $C_{1}^{R}(t)$, which reads

$$
\begin{align*}
C_{1}^{R}(t) & =\frac{16}{a_{R}^{2}\left(M_{R}-1\right)} \sum_{m, p=1}^{M_{R}-1} c_{m, p}^{2}\left\langle\mathbf{X}_{p}^{R}(t) \cdot \mathbf{X}_{p}^{R}(0)\right\rangle  \tag{A6}\\
& =\frac{1}{M_{R}-1} \sum_{p=1}^{M_{R}-1} \phi_{p}^{R}(t) \tag{A7}
\end{align*}
$$

Equation (A7) follows by using Eqs. (7), (10), and (11) and is coincident with previous results. ${ }^{16}$ By averaging Eq. (A4) over all the segments the expression of $C_{1, \Delta m}^{R}(t)$ reads

$$
\begin{align*}
C_{1, \Delta m}^{R}(t)= & \frac{1}{M_{R}-1-\Delta m} \sum_{m=1}^{M_{R^{-}}-\Delta m} C_{1, m, \Delta m}^{R}(t),  \tag{A8}\\
= & \frac{1}{M_{R}\left(M_{R}-1-\Delta m\right)} \\
& \times \sum_{p=1}^{M_{R^{-1}}}\left\{\left(M_{R}-\Delta m\right) \cos \left[\frac{\Delta m p \pi}{M_{R}}\right]\right. \\
& \left.+\cot \left[\frac{p \pi}{M_{R}}\right] \sin \left[\frac{\Delta m p \pi}{M_{R}}\right]\right\} \phi_{p}^{R}(t), \tag{A9}
\end{align*}
$$

which reduces to Eq. (A7) for $\Delta m=0$.
We now consider the cross-correlation function $C_{2, m, \Delta m}^{R}(t)$. To evaluate Eq. (35), one evaluates the quantity $\left\langle\chi^{R 2}(t)\right\rangle$ via Eq. (33). Due to the space isotropy one finds

$$
\begin{align*}
\left\langle\chi^{R 2}(t)\right\rangle= & 3\left\{\left\langle\left[a_{m+\Delta m, x}(t) a_{m, x}(0)\right]^{2}\right\rangle\right. \\
& \left.+2\left\langle a_{m+\Delta m, x}(t) a_{m, x}(0) a_{m+\Delta m, y}(t) a_{m, y}(0)\right\rangle\right\} \tag{A10}
\end{align*}
$$

For a Gaussian process the identity

$$
\langle A B C D\rangle=\langle A B\rangle\langle C D\rangle+\langle A C\rangle\langle B D\rangle+\langle A D\rangle\langle B C\rangle
$$

allows to express Eq. (A10) as

$$
\begin{equation*}
\left\langle\chi^{R 2}(t)\right\rangle=\frac{4}{3}\left\langle\mathbf{a}_{m+\Delta m}(t) \cdot \mathbf{a}_{m}(0)\right\rangle^{2}+\frac{1}{3} . \tag{A11}
\end{equation*}
$$

The above expression takes into account also the statistical independence of the different Cartesian components of the vector a, i.e., $\left\langle a_{m+\Delta m, \alpha}\left(t_{1}\right) a_{m, \beta}\left(t_{2}\right)\right\rangle=0$ with $\alpha, \beta=x, y, z, \alpha$ $\neq \beta, \Delta m \geq 0$, and arbitrary $t_{1}$ and $t_{2}$. For $\Delta m \geq 1$ replacing Eq. (A11) into Eq. (35) yields

$$
\begin{equation*}
C_{2, m, \Delta m}^{R}(t)=\frac{4}{3}\left\langle\mathbf{a}_{m+\Delta m}(t) \cdot \mathbf{a}_{m}(0)\right\rangle^{2} \tag{A12}
\end{equation*}
$$

Inserting Eqs. (33) and (34) into the above equation proves Eq. (36).

For the self-correlation function $C_{2, n}^{R}(t)$ the same line of reasoning yields

$$
\begin{equation*}
C_{2, m}^{R}(t)=\left\langle\mathbf{a}_{m}(t) \cdot \mathbf{a}_{m}(0)\right\rangle^{2} \tag{A13}
\end{equation*}
$$

Inserting Eq. (28) into the above equation proves the equality $C_{2, n}^{R}(t)=C_{1, n}^{R}(t)^{2}$, i.e., Eq. (31). Replacing Eq. (A5) into the latter equality relates $C_{2, n}^{R}(t)$ to the correlation functions of the Rouse modes. A similar task may be accomplished also
for the cross-correlation function $C_{2, m, \Delta m}^{R}(t)$. By replacing Eq. (A4) into Eq. (36) one gets

$$
\begin{align*}
& C_{2, m, \Delta m}^{R}(t) \\
& \quad=\frac{16}{3 M_{R}^{2}}\left\{\sum_{p=1}^{M_{R^{-1}}} \sin \left[\frac{(m+\Delta m) p \pi}{M_{R}}\right] \sin \left[\frac{m p \pi}{M_{R}}\right] \phi_{p}^{R}(t)\right\}^{2} . \tag{A14}
\end{align*}
$$

If the self-correlation function $C_{2, n}^{R}(t)$ is averaged over all the segments a compact expression for $C_{2}^{R}(t)$ is obtained from Eq. (32) and Eq. (A5) as

$$
\begin{equation*}
C_{2}^{R}(t)=\frac{1}{2 M_{R}\left(M_{R}-1\right)} \sum_{p, q=1}^{M_{R^{-1}}} \sigma_{M_{R}, p, q} \phi_{p}^{R}(t) \phi_{q}^{R}(t) \tag{A15}
\end{equation*}
$$

with

$$
\begin{equation*}
\sigma_{M_{R}, p, q}=2+\delta_{p q}+\delta_{p+q, M_{R}} \tag{A16}
\end{equation*}
$$

An analytical explicit expression for $C_{2, \Delta m}^{R}(t)$ may be also derived. However, it is quite long and then of limited interest.
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