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#### Abstract

Many systems near criticality can be described by Hamiltonians involving several relevant couplings and possessing many nontrivial fixed points. A simple and physically appealing characterization of the crossover lines and surfaces connecting different nontrivial fixed points is presented. Generalized crossover is related to the vanishing of the renormalization group function $Z_{t}^{-1}$. An explicit example is discussed in detail based on the tetragonal Landau-Ginzburg-Wilson Hamiltonian.
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According to Wilson renormalization group (WRG) theory, the critical properties of physical systems undergoing second-order phase transitions are well described by the infrared behavior of (quantum) field theories belonging to the appropriate universality class. In practice, however, it is usually quite hard to reproduce the experimental conditions corresponding to strict criticality and to verify the scaling predicted by (massless) field theory. Nevertheless, in many situations, one may still describe the behavior of the system in terms of "effective" exponents. This dependence of the effective exponents on some nonuniversal parameter is usually termed 'crossover,' and it has been shown that crossover phenomena can be consistently studied in the context of (massive) field theory.

Accurate theoretical and numerical studies of this phenomenon have been presented in the literature, mainly focusing, however, on the crossover between a trivial (Gaussian) fixed point and an attractive Wilson-Fisher point, in the presence of short- or medium-range interactions [1-5]. However, there are physical situations characterized by the presence of a larger number of nontrivial fixed points. While only one among them is fully attractive and represents the physics of the second-order phase transition, the other nontrivial points exert some attraction on the RG trajectories, and as a consequence we may expect that, in the neighborhood of criticality, the system can be quite accurately described by points in the parameter space which lie near or above special RG trajectories connecting the different fixed points. Generalized crossover exponents may be defined along these trajectories. In experimental measurements, under proper assumptions, it is reasonable to expect that sets of measured exponents will correspond to specific points along these curves.

It may, therefore, be useful to find intrinsic characterizations of these generalized crossover curves, which only in very simple and specific examples can be deduced directly from inspection of the relevant RG equations.

In order to study this problem, we found it convenient to take a specific field-theoretical model, which was recently discussed in the literature as the tetragonal Landau-Ginzburg Wilson Hamiltonian [6,7]. The results we obtained in this

[^0]specific example can be easily extended to many other systems where a similar multiplicity of nontrivial fixed points is present.

Our starting point is the following Hamiltonian:

$$
\begin{align*}
\mathcal{H}[\phi]= & \int d^{d} x\left\{\frac{1}{2} \sum_{i, a}\left[\partial_{\mu} \phi_{a, i}^{2}(x)+r \phi_{a, i}^{2}(x)\right]\right. \\
& \left.+\frac{1}{4!} \sum_{i, j, a, b}\left(u_{0}+v_{0} \delta_{i j}+w_{0} \delta_{i j} \delta_{a b}\right) \phi_{a, i}^{2}(x) \phi_{b, j}^{2}(x)\right\} \tag{1}
\end{align*}
$$

where $a, b=1,2, \ldots, M$ and $i, j=1,2, \ldots, N$. The models with $M=2$ are physically interesting since they should describe the critical properties in some structural and antiferromagnetic phase transitions and they are sufficiently general for the purpose of illustrating our results.

The RG functions $\beta_{u}, \beta_{v}, \beta_{w}$, and $\eta_{\phi}, \eta_{t}$ are known up to six loops, and it is possible to study the fixed points of the models and their stability properties by solving the equations for the common zeros of the $\beta$ functions and evaluating the eigenvalues of the stability matrix [7].

The $\epsilon$ expansion analysis of the tetragonal Hamiltonian indicates the presence of eight fixed points. Not all of them, however, actually represent different independent physical situations, because of the symmetry

$$
\begin{equation*}
\left(u_{0}, v_{0}, w_{0}\right) \rightarrow\left(u_{0}, v_{0}+\frac{3}{2} w_{0},-w_{0}\right) \tag{2}
\end{equation*}
$$

possessed by the above Hamiltonian in the case $M=2$.
The six distinct fixed points can be classified according to their symmetry properties; with obvious notation we shall identify them by the following names:

$$
\begin{gathered}
G=\text { Gauss } \rightarrow\left(u_{0}=v_{0}=w_{0}=0\right), \\
I=\text { Ising } \rightarrow\left(u_{0}=v_{0}=0\right) \sim I^{\prime} \\
H=\text { Heisenberg } \rightarrow\left(v_{0}=w_{0}=0\right), \\
\quad X Y \rightarrow\left(u_{0}=w_{0}=0\right)
\end{gathered}
$$

$$
T=\text { tetragonal } \rightarrow\left(w_{0}=0\right)
$$

$$
C=\text { cubic } \rightarrow\left(v_{0}=0\right) \sim C^{\prime}
$$

The symmetry properties of the Hamiltonian reflect themselves in the symmetries of the $\beta$ functions. These in turn imply the existence of subspaces of the parameter space $\left(u_{0}, v_{0}, w_{0}\right)$ which are stable under RG transformations. One may easily show that, to all orders of perturbations theory, the following initial conditions are preserved by RG transformations: $u_{0}=0$ : a plane including $G, I, I^{\prime}$, and $X Y ; w_{0}$ $=0$ : a plane including $G, H, X Y$, and $T ; v_{0}=0$ : a plane including $G, H, I$, and $C ; v_{0}+\frac{3}{2} w_{0}=0$ : a plane including $G$, $H, I^{\prime}$, and $C^{\prime}$.

An analysis of the stability matrix can be performed in full parameter space and in each of the invariant subspaces, leading to the following general conclusions: (1) $G$ is completely unstable with respect to any perturbation.
(2) $H, I$, and $I^{\prime}$ are attractive with respect to the Gaussian point, otherwise unstable with respect to all perturbations.
(3) $C$ and $C^{\prime}$ are stable in the subspaces $v_{0}=0$ and $v_{0}$ $+\frac{3}{2} w_{0}=0$, respectively, but their stability matrix possesses a negative eigenvalue in full parameter space.
(4) $X Y$ is certainly stable in the subspace $u_{0}=0$ and probably also in full parameter space, in which case $T$ has a direction of instability in the $w_{0}=0$ subspace, leading toward $X Y$ [7].

Most previous studies of crossover have been concerned with 'crossover lines' connecting the Gaussian fixed point $G$ with nontrivial fixed points along RG trajectories. In the model at hand, the straight lines connecting $G$ to the points $I\left(I^{\prime}\right), X Y$, and $H$ are such crossover lines, and the corresponding crossover exponents can easily be related to the RG functions obtained by specializing the general expressions to the values taken along these lines:

$$
\begin{array}{ll}
\beta_{I}(w) \equiv \beta_{w}(0,0, w), & \eta_{t_{I}}(w) \equiv \eta_{t}(0,0, w) \\
\beta_{H}(u) \equiv \beta_{u}(u, 0,0), & \eta_{t_{H}}(u) \equiv \eta_{t}(u, 0,0) \\
\beta_{x y}(v) \equiv \beta_{v}(0, v, 0), & \eta_{t_{x y}}(v) \equiv \eta_{t}(0, v, 0)
\end{array}
$$

In particular, the function $Z_{t}^{-1}$, related to the renormalization of the one-particle irreducible two-point function by insertion of the operator $\Sigma_{i} \phi_{a, i}^{2}(x)$, can be evaluated along the crossover lines simply by integrating the corresponding differential equation

$$
\begin{equation*}
\left[\beta(z) \frac{\partial}{\partial z}+\eta_{t}(z)\right] Z_{t}^{-1}(z)=0 \tag{3}
\end{equation*}
$$

where $z$ is the generic coupling that parametrizes the crossover line.

It is relevant to our purposes to notice that, $z^{*}$ being the fixed point value of the coupling, such that $\beta\left(z^{*}\right)=0$, as a consequence of the above equation the function $Z_{t}^{-1}(z)$, under the "nontriviality" assumption $\eta_{t}\left(z^{*}\right)<0$, has the property $Z_{t}^{-1}\left(z^{*}\right)=0$. We may appreciate that other choices of the renormalization function $Z$, differing from $Z_{t}$ by powers of $Z_{\phi}$, will not alter our conclusion as long as the corresponding nontriviality condition $\eta\left(z^{*}\right)<0$ is satisfied.

In models characterized by a multidimensional parameter space, this notion of crossover must be supplemented by a description of the RG trajectories connecting different nontrivial fixed points. As we shall immediately show, it is in general possible to define "crossover surfaces'" in parameter space, that have the property that all the RG trajectories connecting nontrivial fixed points (and obviously the points themselves) lie upon these surfaces.

The formal proof of this statement for the tetragonal model discussed above goes as follows: we introduce the renormalization function $Z_{t}^{-1}(\bar{u}, \bar{v}, \bar{w})$ satisfying by definition the partial differential equation

$$
\begin{equation*}
\left[\beta_{\bar{u}}^{-} \frac{\partial}{\partial \bar{u}}+\beta_{\bar{v}}^{-} \frac{\partial}{\partial \bar{v}}+\beta_{\bar{w}}^{-} \frac{\partial}{\partial \bar{w}}+\eta_{t}\right] Z_{t}^{-1}(\bar{u}, \bar{v}, \bar{w})=0 \tag{4}
\end{equation*}
$$

with the boundary condition $Z_{t}^{-1}(0,0,0)=1 . Z_{t}^{-1}(\bar{u}, \bar{v}, \bar{w})$ obviously reduces to the above defined functions $Z_{t}^{-1}(z)$ whenever any two of the three couplings $\bar{u}, \quad \bar{v}, \quad \bar{w}$ are set equal to zero.

Let us now consider the two-dimensional surface identified by the condition

$$
Z_{t}^{-1}(\bar{u}, \bar{v}, \bar{w})=0
$$

As a consequence of the differential equation obeyed by $Z_{t}^{-1}(\bar{u}, \bar{v}, \bar{w})$ and of the above condition, the vector field $\vec{\beta}$ $\equiv\left(\beta_{\bar{u}}^{-}(\bar{u}, \bar{v}, \bar{w}), \beta_{\bar{v}}^{-}(\bar{u}, \bar{v}, \bar{w}), \beta_{\bar{w}}^{-}(\bar{u}, \bar{v}, \bar{w})\right)$ is ortogonal to the vector field $\vec{\nabla} Z_{t}^{-1} \equiv\left(\partial Z_{t}^{-1} / \partial \bar{u}, \partial Z_{t}^{-1} / \partial \bar{v}, \partial Z_{t}^{-1} / \partial \bar{w}\right)$ when the two vectors are evaluated at any point of the surface $Z_{t}^{-1}=0$, where $\vec{\beta} \cdot \vec{\nabla} Z_{t}^{-1}=0$. Therefore the RG trajectories going through any point of the surface $Z_{t}^{-1}=0$ are found to stay on the surface itself, since the local tangent to the trajectory, i.e., the vector field $\vec{\beta}$, is orthogonal to a vector normal to the surface (the gradient field $\vec{\nabla} Z_{t}^{-1}$ ). Our proof is now completed by the observation that all nontrivial points lie on the surface because, as previously discussed, they must satisfy the property $Z_{t}^{-1}\left(z^{*}\right)=0$.

An interesting consequence of our result is obtained by considering the intersections of the crossover surface $Z_{t}^{-1}(\bar{u}, \bar{v}, \bar{w})=0$ with the RG-stable planes obtained by setting $u_{0}=0, v_{0}=0, w_{0}=0$, and $v_{0}+\frac{3}{2} w_{0}=0$, respectively. These intersections are obviously simple curves on the invariant planes connecting pairs of nontrivial fixed points and defining RG trajectories in the corresponding restricted parameter subspaces.

One cannot fail to notice that in deriving our result we only made use of very general properties of RG functions and equations. Therefore we can draw the general conclusion that the condition $Z_{t}^{-1}=0$ may unambiguously characterize the "crossover surface" in wide classes of Hamiltonian systems involving many relevant parameters.

A rather explicit illustration of the mechanism described in the present paper is obtained by considering the tetragonal model in the limit of an infinite number of field components $(N \rightarrow \infty)$. At variance with standard $\mathrm{O}(N)$ vector models, the
tetragonal model does not became trivial in this limit, because nontrivial contributions to all orders of $\bar{v}$ and $\bar{w}$ couplings are still present. However some simplifications occur which make our discussion, while still quite general, formally much simpler.

In the large $N$ limit is possible to show that the RG functions take the following form:

$$
\begin{gather*}
\beta_{\bar{u}}^{-}(\bar{u}, \bar{v}, \bar{w})=A(\bar{v}, \bar{w}) \bar{u}-B(\bar{v}, \bar{w}) \bar{u}^{2},  \tag{5}\\
\beta_{\bar{v}}^{-}(\bar{u}, \bar{v}, \bar{w})=\widetilde{\beta}_{\bar{v}}^{-}(\bar{v}, \bar{w}),  \tag{6}\\
\beta_{w}^{-}(\bar{u}, \bar{v}, \bar{w})=\widetilde{\beta}_{w}^{-}(\bar{v}, \bar{w}),  \tag{7}\\
\eta_{\phi}(\bar{u}, \bar{v}, \bar{w})=\widetilde{\eta}_{\phi}(\bar{v}, \bar{w}),  \tag{8}\\
\eta_{t}(\bar{u}, \bar{v}, \bar{w})=\tilde{\eta}_{t}(\bar{v}, \bar{w})+B(\bar{v}, \bar{w}) \bar{u} \tag{9}
\end{gather*}
$$

The system of equations $\widetilde{\beta}_{\bar{v}}(\bar{v}, \bar{w})=0$ and $\widetilde{\beta}_{\bar{w}}(\bar{v}, \bar{w})=0$ admits four sets of solutions $\left(\bar{v}^{*}, \bar{w}^{*}\right)$. For each set one finds two fixed points, corresponding to the values $\bar{u}^{*}=0$ and $\bar{u}^{*}=A\left(\bar{v}^{*}, \bar{w}^{*}\right) / B\left(\bar{v}^{*}, \bar{w}^{*}\right)$.

Because of the above relationships, the differential equation satisfied by the function $Z_{t}^{-1}(\bar{u}, \bar{v}, \bar{w})$ can be solved in the large $N$ limit by the ansatz

$$
\begin{equation*}
Z_{t}^{-1}(\bar{u}, \bar{v}, \bar{w})=\widetilde{Z}_{t}^{-1}(\bar{v}, \bar{w})[1-\bar{u} Y(\bar{v}, \bar{w})] \tag{10}
\end{equation*}
$$

leading to the equations

$$
\begin{align*}
& {\left[\widetilde{\beta}_{\bar{v}}^{-}(\bar{v}, \bar{w}) \frac{\partial}{\partial \bar{v}}+\widetilde{\beta}_{\bar{w}}^{-( }(\bar{v}, \bar{w}) \frac{\partial}{\partial \bar{w}}+\widetilde{\eta}_{t}(\bar{v}, \bar{w})\right] \widetilde{Z}_{t}^{-1}(\bar{v}, \bar{w})=0,}  \tag{11}\\
& \left.\left[\widetilde{\beta}_{\bar{v}}^{-( } \bar{v}, \bar{w}\right) \frac{\partial}{\partial \bar{v}}+\widetilde{\beta}_{\bar{w}}^{-}(\bar{v}, \bar{w}) \frac{\partial}{\partial \bar{w}}+A(\bar{v}, \bar{w})\right] Y(\bar{v}, \bar{w})=B(\bar{v}, \bar{w}) . \tag{12}
\end{align*}
$$

The first equation is simply the restriction of the evolution to the $u_{0}=0$ plane; we can then note that the function $\bar{v}(\bar{w})$ defined by the condition $\widetilde{Z}_{t}^{-1}(\bar{v}, \bar{w})=0$ satisfies the ordinary differential equation

$$
\begin{equation*}
\frac{d \bar{v}}{d \bar{w}}=\frac{\beta_{\bar{v}}^{-}(\bar{v}, \bar{w})}{\beta_{\bar{w}}(\bar{v}, \bar{w})} \tag{13}
\end{equation*}
$$

characterizing all RG trajectories in the $(\bar{v}, \bar{w})$ plane, and furthermore it connects the $I$ and $X Y$ fixed points. Notice, however, that, since the condition $\widetilde{Z}_{t}^{-1}(\bar{v}, \bar{w})=0$ is independent of $\bar{u}$, it defines a surface in full parameter space, and the above discussion shows that the fixed points $C$ and $T$ must lie on this surface.

Once the functions $\widetilde{Z}_{t}^{-1}$ and $Y(\bar{v}, \bar{w})$ have been determined, it is easy in the large $N$ limit to reconstruct the full $Z_{t}^{-1}=0$ surface, which can be simply described by the above condition and by the function


FIG. 1. Crossover trajectories connecting the Ising and the $\mathrm{O}(2 N)$ fixed points to the cubic one, in the limit of an infinite number of field components $(N \rightarrow \infty), u$ and $w$ are the standard dimensionless renormalized couplings.

$$
\begin{equation*}
\bar{u}(\bar{v}, \bar{w})=\frac{1}{Y(\bar{v}, \bar{w})} . \tag{14}
\end{equation*}
$$

Notice that, as a consequence of Eq. (12), the function $\bar{u}(\bar{v}, \bar{w})$ does not depend on the detailed form of the RG function $\tilde{\eta}_{t}$, as expected from our general arguments.

The intersections of the crossover surface with the planes $\bar{v}=0$ and $\bar{w}=0$ can now be found in a rather explicit form, by exploiting the above simplifications. In terms of the generic variable $z$ we obtain the relevant equations:

$$
\begin{gather*}
{\left[\widetilde{\beta}(z) \frac{\partial}{\partial z}+\tilde{\eta}_{t}(z)\right] \widetilde{Z}_{t}^{-1}(z)=0}  \tag{15}\\
{\left[\widetilde{\beta}(z) \frac{\partial}{\partial z}+A(z)\right]\left(\frac{1}{\bar{u}(z)}\right)=B(z) .} \tag{16}
\end{gather*}
$$

It is straightforward to solve the linear equations, obtaining

$$
\begin{gather*}
\widetilde{Z}_{t}^{-1}(z)=\exp \left[-\int_{0}^{z} \frac{\tilde{\eta}_{t}\left(z^{\prime}\right)}{\widetilde{\beta}\left(z^{\prime}\right)} d z^{\prime}\right],  \tag{17}\\
\bar{u}(z)=\frac{X(z)}{\int_{0}^{z}\left[B\left(z^{\prime}\right) / \widetilde{\beta}\left(z^{\prime}\right)\right] X\left(z^{\prime}\right) d z^{\prime}}, \tag{18}
\end{gather*}
$$

where

$$
\begin{equation*}
X(z)=\exp \left[\int_{0}^{z} \frac{A\left(z^{\prime}\right)}{\widetilde{\beta}\left(z^{\prime}\right)} d z^{\prime}\right] \tag{19}
\end{equation*}
$$

It is easy to check that $\bar{u}(z)$ is a RG trajectory and that in the limits $z \rightarrow 0, \quad z \rightarrow z^{*}\left[\widetilde{\beta}\left(z^{*}\right)=0\right]$ we have $\bar{u}(0)$ $=A(0) / B(0)$ and $\bar{u}\left(z^{*}\right)=A\left(z^{*}\right) / B\left(z^{*}\right)$, respectively, consistent with the boundary conditions at the fixed points.

The above expressions lend themselves to simple analytical integration in the one-loop approximation and to easy numerical integration in the more general case.

For the sake of illustration we computed explicitly the crossover lines on the $(u, w)$ plane. Figure 1 shows the results of our numerical integration of the equations, when
resummed six-loop RG functions are employed. The straight line connecting $I$ to $C$ is the intersection of the $\bar{v}=0$ plane with the $\widetilde{Z}_{t}^{-1}=0$ surface. The intersections of the crossover surface with the planes $\bar{v}=0$ and $\bar{w}=0$ can now be found in a rather explicit form, by exploiting the above simplifications.
[1] C. Bagnuls and C. Bervillier, J. Phys. Lett. (Paris) 45, L95 (1984); Phys. Rev. B 32, 7209 (1985); Phys. Rev. Lett. 58, 435 (1987).
[2] M. E. Fisher, Phys. Rev. Lett. 57, 1911 (1986).
[3] E. Luijten, H. W. J. Blöte, and K. Binder, Phys. Rev. E 54, 4626 (1996); Phys. Rev. Lett. 79, 561 (1997); Phys. Rev. E 56, 6540 (1997).
[4] E. Luijten and K. Binder, Phys. Rev. E 58, 4060 (1998); 59,

7254 (1999); Europhys. Lett. 47, 311 (1999).
[5] A. Pelissetto, P. Rossi, and E. Vicari, Phys. Rev. E 58, 7146 (1998); Nucl. Phys. B 554, 552 (1999).
[6] A. Aharony, in Phase Transitions and Critical Phenomena, edited by C. Domb and J. Lebowitz (Academic Press, New York, 1976), Vol. 6, p. 357.
[7] A. Pelissetto and E. Vicari, e-print cond-mat/0012164, and references therein.


[^0]:    *Email address: parrucci@df.unipi.it
    ${ }^{\dagger}$ Emial address: rossi@df.unipi.it

