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When liquids, polymers, bio-materials, metals and molten salts are

cooled or compressed, if the crystallization is avoided, they freeze

into a microscopically disordered solid-like state, a glass [1, 2]. On

approaching the glass transition, the microscopic kinetic unit spends

increasing time rattling with amplitude < u2 >1/2 on picosecond time

scales within the cage of the first neighbours since the average escape

time, the structural relaxation time τα, increases from a few picosec-

onds up to thousands of seconds. Despite the huge range of time

scales older [3] and recent theoretical [4–9] studies addressed the un-

derlying rattling process to understand the structural relaxation gain-

ing support from numerical [10–13] and experimental works on liquids

[14] and glasses [8, 15–19] with controversies [20] ( for a review see
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[21] ). Here we show the universal correlation of the structural relax-

ation time ( or the viscosity η ) and the rattling amplitude from glassy

to low-viscosity states by comparing computer simulations with ex-

periments. According to the emerging picture the glass softens when

the rattling amplitude exceeds a critical value in agreement with the

Lindemann criterion for the melting of crystalline solids [22] and the

free-volume model [23].

In the solid state of matter the atoms oscillate with mean square amplitude

< u2 > around their equilibrium positions ( henceforth to be referred to as

the Debye-Waller factor, ( DW ) ). With increasing temperature, solids meet

different fates depending on the structural degree of order. In the crystalline

state the ordered structure melts at Tm, whereas in the amorphous state the

disordered structure softens at the glass transition temperature Tg above which

flow occurs with viscosity η. The empirical law Tg ≃ 2/3Tm [1, 2, 7] suggests

that the two phenomena have a common basis. In fact, this viewpoint motivated

extensions to glasses [24] of the Lindemann melting criterion for crystalline

solids [22] and pictures the glass transition as a freezing in an aperiodic crystal

structure (ACS ) [5].

According to the ACS model, the viscous flow is due to activated jumps over

energy barriers ∆E ∝ kBTa2/ < u2 > where a is the displacement to overcome

the barrier, and kB is the Boltzmann constant. The usual rate theory leads to

the Hall-Wolynes equation (HW) τα, η ∝ exp(a2/2 < u2 >) [5, 21]. < u2 > is

the DW factor of the liquid, i.e. it is the amplitude of the rattling motion within
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the cage of the surrounding atoms. That vibrational regime is assumed to occur

on short time scales largely separated by the ones of the brownian diffusion.

The ACS model is expected to fail when τα becomes comparable to the typical

rattling times corresponding to picosecond timescales, a condition that is met

at high temperatures (e.g. in selenium it occurs at Tm + 104K [14]).

Several tests of the HW equation were carried out [21]. However, either

the crystal or the glass contributions after extrapolation in the liquid regime

are usually subtracted from < u2 > . In selenium, the curve log η vs. 1/ <

u2 > is concave, whereas if the glass or the crystal contribution are removed, a

convex curve or a straight line, the latter agreeing with the HW equation, are

seen, respectively [14]. The fact that many glass-formers have no underlying

crystalline phases, as well as the fact that in many studies removing the glass

contribution, differently from selenium, leads to the HW equation, raises some

ambiguities about the above subtractions.

It seems natural to generalize the HW equation by adopting a suitable dis-

tribution p(a2) of the square displacement to overcome the energy barriers,

independent of state parameters, e.g. the temperature or the density. This

is motivated by the observation that, irrespective of the relaxation time, the

distance a particle moves during the structural relaxation is about the same,

comparable to the molecular diameter [1]. Differently, the amplitude of the

vibrational dynamics < u2 > is expected to be affected by state parameters

[7, 9]. We choose a gaussian form for p(a2) with a2 average and σ2
a2 variance.
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Averaging the HW equation over that distribution leads to:

τα, η ∝ exp

(

a2

2 < u2 >
+

σ2
a2

8 < u2 >2

)

. (1)

Eq.1 yields the leading dependence on < u2 > even if the gaussian is truncated to

account for a minimum displacement. In addition to the Central Limit Theorem,

other motivations support the gaussian form of p(a2). For example, if the kinetic

unit is undergoing a harmonic motion due to an effective spring with constant k,

< u2 >∝ kBT/k, Eq.1 reduces to a form reported for both supercooled liquids

[25] and polymers [26]. Furthermore, along the same line of reasoning, one may

reinterpret the gaussian form of p(a2) as a gaussian distribution of the energy

barriers ∆E ∝ ka2 [27].

We show that the dependence of the structural relaxation time on the DW

factor collapses to a universal master curve provided by Eq.1. We devised a two-

step strategy. First, a master curve is constructed using extensive Molecular-

Dynamics (MD ) numerical simulations for a bead-spring model [28] of a polymer

melt. Then a suitable scaling of both the numerical and experimental data is

introduced to convert the MD master curve into the universal one including

both strong and fragile glasses [1] and polymers; the latter, apart from a few

studies [17, 19], were little considered.

We now discuss the MD simulations. They involved changes in the tempera-

ture T , the density ρ, the chain length M and the interaction potential Up,q(r).

To characterize the short-time dynamics and the structural relaxation we use

the monomer mean square displacement < r2(t) > (MSD) and the incoherent

intermediate scattering function Fs(qmax, t) (ISF), qmax being the q-vector of
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the maximum of the static structure factor (see Methods).

Fig. 1 shows typical MSD and ISF curves. At very short times (ballistic

regime) MSD increases according to < r2(t) >∼= (3kBT/m)t2 and ISF starts to

decay. The repeated collisions with the other monomers slow the displacement

of the tagged one, evinced by a knee of MSD at t ∼
√

12/Ω0 ∼ 0.17, where Ω0

is an effective collision frequency: Ω0 is the mean small-oscillation frequency of

the monomer in the potential well produced by the surrounding ones kept at

their equilibrium positions [29]. At later times a quasi-plateau region, also found

in ISF, occurs when the temperature is lowered and/or the density increased.

This signals the increased caging of the particle. The latter is released after an

average time τα , defined by the relation Fs(qmax, τα) = e−1 ( other definitions

differ by an overall constant due to the superposition of the ISF curves at long

times by a suitable logarithmic shift, see inset of the lower panel of Fig. 1). For

t & τα MSD increases more steeply. The monomers of short chains ( M . 3 )

undergo diffusive motion < r2(t) >∝ tδ with δ = 1. For longer chains, owing to

the increased connectivity, the onset of the diffusion is preceded by a subdiffusive

region ( δ < 1 , Rouse regime ) [23].

The dynamics of the model polymer depends in a complex way on the state

parameters. Nonetheless, we systematically found that, if two states ( labelled

by multiplets {T, ρ, M, p, q}) have equal relaxation time τα, the corresponding

MSD and ISF curves coincide from times fairly longer than τα down to the

crossover to the ballistic regime and even at shorter times if the states have

equal temperatures. Examples are shown in Fig.1. Notice that the coincidence
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of MSD and ISF curves of states with equal τα at intermediate times ( t . τα

) must not be confused with the customary superposition of ISF curves at long

times (t & τα) following a suitable logaritmic time shift ( see the lower-panel

inset of Fig.1 ).

The above findings clearly shows that a correlation between the structural

relaxation and the fast dynamics sets in. We assess it by correlating τα and the

DW factor < u2 >.

Preliminarily to the discussion of the DW factor we have to clarify whether

the fast dynamics of the monomers takes place in cages. In this respect, we

point out that the product Ω0τα ∼ 20 for states with the fastest relaxation and

much larger for states with slower relaxation, i.e. the structure lifetime is at

least one order of magnitude longer than the collision time. Furthermore, in the

present study we always observe (not shown) that the time velocity correlation

function ( VCF ), after a first large drop due to pair collisions, reverses the sign

since the monomer rebounds from the cage wall [29].

We now show that the DW factor is a characteristic length scale of the

rattling motion into the cage. The measure of the DW factor must take place

in a time window where both the inertial and the relaxation effects are not

present. To clearly identify that time window we consider the quantity ∆(t) ≡

∂ log < r2(t) > /∂ log t; representative plots of ∆(t) are given in the top inset

of Fig.1. ∆(t) exhibits a clear minimum at t⋆ = 1.0(4) ( corresponding to an

inflection point in the log-log plot of < r2(t) > ) that separates two regimes. At

short times, t . 0.7 < t⋆ VCF always exceeds the noise floor (not shown) and
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the inertial effects become apparent. At long times ( t > τα > t⋆ ) relaxation

sets in. The short- and the long-time limits of ∆(t) correspond to the ballistic

( ∆(0) = 2 ) and the diffusive regimes ( ∆(∞) = 1), respectively. To observe

a minimum of ∆(t) requires that VCF exhibits a negative tail at long times.

A monotonically decreasing VCF, i.e. no cage effect, leads to a monotonically

decreasing ∆(t). Therefore, MSD at t⋆ is a mean localization length and the

DW factor is < u2 >≡< r2(t = t⋆) > ( the same definition has been adopted,

with no justification, in [11]). Notice that t⋆, corresponding to about 1 − 10ps

[28], is consistent with the time scales of the experimental measurement of the

DW factor, e.g. see [14].

Fig.2 shows the dependence of the structural relaxation time τα on DW fac-

tor. The data collapse on a well-defined master curve well fitted by Eq.1. States

with different density, chain length and interaction potential are included in

Fig.2 corresponding to different degrees of anharmonicity of the rattling motion

into the cage ( i.e. non-linear temperature dependence of the DW factor) and

then to different fragilities [4, 7, 10, 12, 15, 18, 19, 21]. The scaling shows

that for our model system both the average value a2 and the spread σa2 of the

square displacement needed to overcome the energy barriers are not affected by

the anharmonicity. The best-fit value of the average is a2
1/2 ∼= 0.35, consistent

with both the observation that < r2(t = τα) >1/2. 0.5 ( see Fig.1 ) and the

well-known result that the atomic MSD during the structural relaxation is less

than one atomic radius ( ∼ 0.5 in MD units ) [1].

The concavity of the master curve in Fig.2 is a signature of the heterogene-
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ity of the structural relaxation. The best fit of our MD data with Eq.1 gives

σa2 ∼ 0.25 indicating a distribution of the displacement required to overcome

the energy barriers. The magnitude of the ratio of the quadratic and the linear

terms of Eq.1 with respect to < u2 >−1, R ≡ σ2
a2/4a2 < u2 >, discriminates

two different regimes. If the DW factor < u2 > is small enough that R is

larger than one, the distribution of the displacement required to overcome the

energy barriers shows up. In that case since different a values produce different

monomer mobility, a heterogeneous mobility distribution is expected. On the

other hand, if R is smaller than one, the dynamics is homogeneous. To sup-

port that scenario we recall that, on approaching the glass transition, a spatial

distribution of mobilities develops with increasing non-gaussian features of the

molecular displacement [2, 7, 30]. That features are characterized by the maxi-

mum α2 max of the time-dependent non-gaussian parameter α2(t) (see Methods)

[30]. The states with coinciding ISF and MSD shown in Fig.1 have coinciding

α2(t) curves too (not shown). For these states we sketch the relation between

α2 max and R in the inset of Fig.2. It is seen that, when R exceeds the unit

value, α2 max increases exponentially. Notably, the inset of Fig.2 reduces to an

activated law for strong glassformers where < u2 > is nearly proportional to T ;

this law has been observed for silica [30].

Eq.1 with the best-fit parameters from Fig.2 offers the opportunity to find

the DW factor < u2
g > at the glass transition of the model polymer system. At

the glass transition τα = τα g ≡ 102s in laboratory units [1] which corresponds

to τα g = 1013 − 1014 in dimensionless MD units ( the time unit corresponds to
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1 − 10ps [28] ). Eq.1 yields < u2
g >1/2= 0.129(1). This amplitude corresponds

to the ratio v0 ∼ (2 < u2
g >1/2)3 = 0.017 between the volume that is accessible

to the monomer center-of-mass and the monomer volume. Flory and coworkers

proposed that the glass transition takes place under iso-free volume conditions

with the universal value v0
∼= 0.025 [23]. Furthermore, an extension of the

ACS model (leading to the HW equation) predicts that, just as for a crystalline

solid [22] , there is a Lindemann criterion for the stability of glasses: the ratio

f =< u2
g >1/2 /d, d being the average next neighbor distance of the atoms

in the lattice, is a quasi-universal number ( f ∼= 0.1 )[24]. Our data yield

f ∼ 0.12 − 0.13 ( d is taken from the monomer radial distribution function )

which is close to f = 0.129 for the melting of a hard sphere fcc solid [22].

We are now in a position to show that Eq.1 with the best-fit parameters from

Fig.2 may be recast as a universal curve by considering the reduced variable

x̃ =< u2
g > / < u2 >. For MD data we set < u2

g >1/2= 0.129. Fig.3 shows

scaling for several glassformers and polymers in a wide range of fragility. The

scaling in Fig.3 must not be ascribed to < u2
g > which does not correlate with the

fragility m ( compare m from Fig.3 and < u2
g > from the Table in Supplementary

Information). Instead, it shows that both the reduced mean square displacement

a2/ < u2
g > to overcome the energy barriers and the spread σa2/ < u2

g > are

fragility-independent, and then also the curvature of the master curve which

indicates the heterogeneity of the structural relaxation.

The experimental data in Fig. 3 were collected by changing the tempera-

ture. In this respect, the universal scaling of Fig.3 proves that the well-known
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increasing deviation of < u2(T ) > from the linear temperature dependence of

the harmonic behavior by increasing the fragility index m [4, 7, 9, 18, 19] just

mirrors the corresponding increasing bending of τα(T ) vs Tg/T in the Angell

plot [1] from the glass transition region up to the liquid state. However, the

glass transition may be reached under isothermal conditions by increasing the

density or the connectivity (here expressed by the chain length) as well. Our

MD results highlights the correlation of structural relaxation and vibrational

dynamics also for these alternative routes. This prediction awaits experimental

confirmation.

METHODS In our numerical simulations each chain is pictured as a freely-

jointed linear sequence of M soft spheres, the monomers, with M = 2, 3, 5, 10.

For details see Supplementary Information and ref.[28]. The non-bonded monomers

belonging to the same or different chains interact via the potential Up,q(r) =

ǫ(q − p)−1[p(σ⋆/r)q − q(σ⋆/r)p] + Ucut with σ⋆ = 21/6σ [12, 29]. All quantities

are in reduced units: length in units of σ, temperature in units of ǫ/kB, and

time in units of σ
√

m/ǫ, where m is the monomer mass. The potential is cut

and shifted to zero by Ucut at r = 2.5. The bond length is b = 0.97. Changing

the p and q parameters does not affect the position r = σ⋆ and the depth ǫ of

the potential minimum but only the steepness of the repulsive and the attractive

wings. The monomer mean square displacement (MSD) < r2(t) > is defined as:

< r2(t) >= N−1 <
∑N

j=1[rj(t) − rj(0)]2 >, where the sum runs over the total

number of N monomers and the brackets denote a suitable ensemble average.

The incoherent intermediate scattering function (ISF) Fs(qmax, t) is defined as
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Fs(q, t) = N−1 <
∑N

j=1 exp{−iq · [rj(t)−rj(0)]} > ), qmax being the q-vector of

the maximum of the static structure factor. The time-dependent non-gaussian

parameter is defined as α2(t) = 3<r4(t)>
5<r2(t)>2 − 1 and vanishes if the displacement

r is gaussian.

To prepare Fig.3, data about the structural relaxation ( in seconds ) and

the viscosity ( in Pa·s) were scaled to the MD master curve by logarithmic

vertical shifts +11.5(5) and +1.5(5), respectively, apart from B2O3 ( +8.4(5)

and −2.2(5) ). Data of polymers refer to τα. Data related to B2O3, OTP,

Ferrocene/Dibutylphthalate include two independent sets, one for τα, the other

for η, which for simplicity’s sake are presented with the same symbol. See

Supplementary Information for the data sources and further details.
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[15] Sokolov, A. P., Rössler, E., Kisliuk, A. & Quitmann, D. Dynamics of strong

and fragile glass formers: Differences and correlation with low-temperature

properties. Phys. Rev. Lett. 71, 2062-2065 (1993).

[16] Scopigno, T., Ruocco, G., Sette, F. & Monaco, G. Is the fragility of a liquid

embedded in the properties of its glass? Science 302, 849-852 (2003).

[17] Buchenau, U. & Wischnewski, A. Fragility and compressibility at the glass

transition. Phys. Rev. B 70, 092201 (2004).

[18] Novikov, V. N. & Sokolov, A. P. Poisson’s ratio and the fragility of glass-

forming liquids. Nature 431, 961-963 (2004).

[19] Novikov, V. N., Ding,Y. & Sokolov, A. P. Correlation of fragility of

supercooled liquids with elastic properties of glasses. Phys.Rev.E 71,

061501(2005).

[20] Yannopoulos, S. N. & Johari, G. P. Poisson’s ratio and liquid’s fragility.

Nature 442, E7-E8 (2006).

13



[21] Dyre, J. C. The glass transition and elastic models of glass-forming liquids.

Rev.Mod.Phys. 78, 953-972 (2006).

[22] Löwen, H. Melting, freezing and colloidal suspensions. Phys. Rep. 237,

249-324 (1994).

[23] Gedde, U.W. Polymer Physics (Chapman and Hall, London, 1995).

[24] Xia, X. & Wolynes, P.G. Fragilities of liquids predicted from the random

first order transition theory of glasses. PNAS 97, 2990-2994 (2000).
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Figure 1: MD simulations of the polymer melt. Top: MSD time-

dependence in selected cases (see Supplementary Information). MSDs are mul-

tiplied by indicated factors. Inset: corresponding MSD slope ∆(t); the un-

certainty range on the position of the minimum at t⋆ = 1.0(4) (black line) is

bounded by the vertical colored lines. Bottom: corresponding ISF curves. Inset:

superposition of the ISF curves. Four sets of clustered curves (A through D)

show that, if states have equal τα (marked with dots on each curve ), the MSD

and ISF curves coincide from times fairly longer than τα down to the crossover

to the ballistic regime at least.

Figure 2: The structural relaxation time τα vs the DW factor < u2 >

from MD simulations. Circles identify the cases plotted in Fig.1. The dashed

curve is Eq. 1 log τα = α + β < u2 >−1 +γ < u2 >−2 with α = −0.424(1), β =

a2/2 ln 10 = 2.7(1) · 10−2, γ = σ2
a2/8 ln10 = 3.41(3) · 10−3. Additional data on

the collective relaxation time τ are also plotted (▽) [11]. The dotted curve is

obtained by vertically shifting the dashed curve (α′ = α+0.205(5) ). Inset: the

maximum of the non-gaussian parameter α2 max of the A-E clusters of states vs.

the ratio of the quadratic and the linear terms of Eq.1 with respect to < u2 >−1.

Figure 3: Scaling of the structural relaxation time τα ( in MD units )

vs. the reduced mean square amplitude x̃ =< u2
g > / < u2 >. The grey

area marks the glass transition. The continuous black line is Eq.1 rewritten as

log τα = α + β̃x̃ + γ̃x̃2 with β̃ = β/0.129 and γ̃ = γ/0.1292; α, β, γ from Fig.2.

The numbers in parenthesis denote the fragility m. The uncertainty on the time

t⋆ = 1±0.4 involved in the definition of the DW factor ( < u2 >≡< r2(t = t⋆) >

) leads to an error on the black curve which is bounded between the two colored

continuous curves corresponding to the two definitions < u2 >≡< r2(t = 0.6) >

(magenta, < u2
g >1/2= 0.134(1)) and < u2 >≡< r2(t = 1.4) > (orange, <

u2
g >1/2= 0.122(1)).
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1 Simulations

In this section the model of the polymer melt and the numerical techniques
being used in the simulations are briefly summarized.

1.1 Force field

A coarse-grained model of a linear polymer chain is used. Torsional potentials
are neglected. Each monomer is pictured as a soft sphere interacting via
a suitable pair potential with the other non-bonded monomers. Bonded
monomers interact with a potential which is the sum of the FENE (Finitely
Extendible Nonlinear Elastic) potential and the Lennard-Jones potential [1]:

ULJ(r) = ε

[(
σ∗

r

)12

− 2

(
σ∗

r

)6
]

(1)

UFENE(r) = −1

2
kR2

0 ln

[
1 −

(
r

R0

)2
]

, R0 = 1.5σ, k =
30ε

σ2
(2)

where r is the monomer-monomer distance and σ∗ = 21/6σ. With the above
parameters the bond length is b = 0.97σ within few percent.

Non-bonded monomers interact via a truncated parametric Lennard-
Jones potential [1]:

Up,q(r) =




ε

q − p

[
p

(
σ∗

r

)q

− q

(
σ∗

r

)p]
+ Ucut r � rc

0 Otherwise

(3)

where the value of the constant Ucut is chosen to ensure Up,q(rc) = 0 at
r = rc = 2.5σ. The minimum of the potential Up,q(r) is at r = σ∗, with
a constant depth U(r = σ∗) = ε. We set σ = 1, ε = 1. The time unit is
τMD = (mσ2/ε)1/2, with m being the mass of the monomer. Temperature is
in units of ε/kB, where kB is the Boltzmann constant. We set m = kB = 1.

1.2 Statistical ensembles

The simulations were performed using three distinct ensembles: isothermal-
isobaric ensemble (NPT), canonical ensemble (NTV) and microcanonical en-
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semble (NVE). NPT and NTV ensembles have been used for equilibration
runs while NVE ensemble has been used for production runs.

1.3 Algorithm

NPT and NTV ensembles have been simulated with the extended system
method introduced by Andersen [2] and Nosé [3]. Within this approach,
additional degrees of freedom are added to the Hamiltonian of the system,
to be interpreted as the degrees of freedom associated to the thermal pis-
ton and the mechanical one. The numerical integration of the augmented
Hamiltonian has been performed through the reversible multiple time steps
algorithm (i.e. the r-RESPA algorithm) developed by Tuckerman et al.[4].
In particular, the NPT and NTV Liouville operators corresponding to the
aforementioned extended Hamiltonian have been factorized using the Trot-
ter theorem [5] separating the short range and long range contributions of
the potential Up,q(r), Eq. 3, according to the WCA decomposition [6]. The
simulations have a drift of the total energy less than ∼ 5 · 10−8ε/τMD and a
standard deviation of the total energy less than 2 · 10−4 with an integration
time step 3 · 10−3τMD. The latter was kept constant in all the production
runs to limit systematic errors. To speed-up the simulations, we exploited
the neighbour lists method and, to reduce the finite-size effects, periodic
boundary conditions have been used.

1.4 Simulation protocol

In this section the simulation protocol is described. Each state point (labelled
by the multiplets {T, ρ, M, p, q}) has been obtained through four stages:

1. Placement of the chains in a regular lattice preventing monomer-mono-
mer overlap.

2. NPT-ensemble simulation to get the number density of interest ρ.

3. NTV-ensemble equilibration of the system. The equilibration time is
ten times longer than the longest relaxation time, i.e. the time needed
by the end-to-end correlation function to decay to less than 0.1 times
its initial value.

4. NVE-ensemble production run.
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1.5 Data set

We investigated 121 indipendent states. Both the temperature T , the number
density ρ, the monomers per chain M and the parameters p, q in the force
field, eq. 3, are changed. ρ = N/V where N is the total number of monomers,
and V is the volume of the cubic box. N = 2000 in all cases but M = 3 where
N = 2001. For each case averages on at least five indipendent configurations
are performed. For M = 10 the least number of indipendent configurations is
ten. Below, the different state points are listed. In addition to the sistematic
scan of some parameters, other cases were added to ensure the optimum
definition of the master curve plotted in Fig.2.

T = 0.7:

• p = 6. All the combinations with M = 2, 3, 5, 10, ρ = 1.033, 1.056, 1.086
and q = 7, 8, 10, 12. The case M = 2, ρ = 1.086, q = 12 equilibrates
very slowly and was discarded.

• p = 6, M = 3. The pairs (ρ, q): (1.090,12), (1.033,11), (1.039,11),
(1.041,11), (1.045,11), (1.051,11), (1.056,11), (1.086,11), (1.033,9),
(1.056,9), (1.063,9), (1.071,9), (1.079,9), (1.086,9).

• p = 5, q = 8. All the combinations with M = 2, 3, 5, 10 and ρ =
1.133, 1.156, 1.186, 1.2. Furthermore, M = 2 , ρ = 1.033.

• p = 11, q = 12, M = 2 with densities ρ = 0.980, 0.990, 1.0.

T �= 0.7, p = 6:

• T = 0.5, ρ = 1.033, All the combinations with: M = 2, 3, 5, 10, q =
7, 8, 10.

• T = 0.6, ρ = 1.033, All the combinations with: M = 2, 3, 5, 10, q =
8, 10.

• q = 12 , ρ = 1.033, the pairs (M, T ): (2,0.5), (3,0.5), (2,0.55), (3,0.55),
(2,0.6), (3,0.6), (5,0.6), (3,0.65), (5,0.65), (10,0.65).

• q = 12, ρ = 1.086 , the pairs (M, T ): (2,0.75), (3,0.75), (5,0.75),
(10,0.75), (2,0.8), (3,0.8), (5,0.8).

• q = 12, ρ = 1.090, M = 3, with T = 0.75, 0.8.

Finally, p = 5, q = 8, M = 2, ρ = 1.033, T = 0.5.
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1.6 Data sets of Fig. 1

The data sets of Fig. 1 are the multiplets (M, ρ, T, q, p):

• Set A (blue): (2,1.086,0.7,7,6), (3,1.086,0.7,7,6), (10,1.086,0.7,7,6),
(10,1.033,0.7,8,6)

• Set B (black): (2,1.033,0.7,10,6), (3,1.039,0.7,11,6), (3,1.041,0.7,11,6)

• Set C (red): (2,1.033,0.5,10,6), (3,1.056,0.7,12,6), (5,1.033,0.6,12,6),
(10,1.056,0.7,12,6)

• Set D (green): (3,1.086,0.7,12,6), (5,1.086,0.7,12,6), (10,1.086,0.7,12,6)

• Set E:(2,1.0,0.7,12,11)

2 Experimental data and scaling

The Section gives information on the sources of the experimental data and the
scaling procedure leading to Fig. 3. We adopted the customary definition of
the glass transition temperature Tg, i.e. the temperature where the structural
relaxation time τα = 100 s or the viscosity η = 1012 Pa · s.

2.1 Data sources

For each system the temperature dependencies of the mean square displace-
ment < u2 > and τα or η are used. The pairs (< u2 >, τα) or (< u2 >, η) are
preferably taken from the same source, if possible. In the absence of a single
paper, the pairs are taken from different sources provided that the temper-
ature ranges of the two studies overlap meaningfully and include the glass
transition region. For some systems both viscosity and structural relaxation
data were considered. The mean square displacements < u2 > are drawn
from incoherent neutron scattering ( INS ) and Mössbauer spectroscopy (
MS ). The former takes < u2 > from the Debye-Waller Factor, the latter

from the Lamb-Mössbauer factor f ∝ exp(−q2 < u2 >) with q = 7.3Å
−1

.
The fragilities were drawn from refs. [7, 8]. The structural relaxation ( in
seconds ) and the viscosity ( in Pa·s) were scaled to the MD master curve
by logarithmic vertical shifts in Fig. 3. Table 1 lists in order of increasing
fragility the systems, the data sources for τα or η, the vertical shifts, the
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Table 1: Relevant information about the investigated systems ( in order of
increasing fragility ) and the MD simulations. The structural relaxation time
is taken via either dielectric spectroscopy or, for a part of the data set of B2O3,
data aggregated from different techniques. The mean square displacement is
taken from Incoherent Neutron Scattering ( INS ) or Mössbauer Spectroscopy
(MS). The logarithmic vertical shifts to scale the experimental curves to the
MD master curve in Fig. 3 and the mean square displacement at Tg, < u2

g >

in Å
2

( or − ln fg for MS ), are also given.

system
τα, η < u2 >

quantity shift ref. technique
< u2

g >
ref.− ln fg

MD MD 0 MD 0.01667
SiO2 η +2 [9] INS 0.081 [10]
B2O3 η -2.2 [11] INS 0.065 [12]
B2O3 τ †

α +8.4 [13] INS 0.065 [12]
Zr46.8Ti8.2Cu7.5Ni10Be27.5 η +1 [14] MS 0.885 [15]

Glycerol η +1 [16] INS 0.022 [17]
PI τα +12 [18] INS 0.427 [19]

TNB η +2 [20] INS 0.315 [21]
Fe+DBP τα +11 [22] MS 3.15 [22]
Fe+DBP η +2 [23] MS 3.05 [22]

OTP τα +11 [21] INS 0.215 [24]
OTP η +1 [24] INS 0.232 [24]

Selenium η +1.66 [25] INS 0.155 [25]
1,4 PBD τα +11 [26] INS 0.102 [27, 28]

a-PP τα +11.5 [29] INS 0.13 [30]
PMMA τα +11.5 [31] INS 1.1 [32]
PVC τα +11 [33] INS 0.51 [32]

† data aggregated from different techniques.
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experimental technique used to measure < u2 > and its value at Tg, < u2
g >

( or − ln fg for Mössbauer experiments ).
Notice that for B2O3 two independent sets concerning τα and η were

considered. The shifts of τα and η of B2O3 differ about three orders of
magnitude with respect to the ones of the other systems. However, the
difference between the shifts of the two sets ( +10.6 ) is close to the difference
of the shifts of the other systems ( � +10.0(7) ).
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